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The Joint Research Centre (JRC) is the Commission’s science and
knowledge service and provides independent scientific advice and support to
EU policy, in order to tackle the interlinked and complex challenges faced by
our society. Operating at the interface between science and policy, the JRC
wants to strengthen its capacity to be a key partner in helping to identify
solutions to such challenges. The JRC headquarters is located in Brussels (BE)
and research executed at five further sites in Geel (BE), Ispra (IT), Karlsruhe
(DE), Petten (NL) and Seville (ES).

The JRC Science and Art project (SciArt) brings together scientists with
artists and policymakers to discuss matters of concern, not only to the JRC and
the European Commission but also more widely to society. It brokers, curates
and communicates transdisciplinary exchanges and encounters around given
topics of interest. It operates on a bi-annual cycle, so-called Resonances, during
which the topics are elaborated jointly by artists and scientists. The end of each
cycle is marked by exhibitions of the works at a venue of relevance as a way to
engage with the public, foment conversations with citizens and create cultural
products of contemporary relevance. Resonances have taken place on the topic
of Food (2015), Fairness (2017), and datami - Big Data, digital transformation and
Artificial Intelligence (2019). The current cycle features the topic NaturArchy:
towards a Natural Contract (2022-2023).

The JRC Centre for Advanced Studies (CAS) aims to provide a
stimulating, trans-disciplinary platform where the JRC can work together with
external scientists to explore thematic areas that are of emerging societal
concern and that are not yet part of the JRC’ institutional research portfolio.
As an incubator for new projects at the science-policy interface, the research in
CAS contributes to broadening the JRC’s knowledge base and enables it to
elaborate on policy options and their impact during the early stages of the
policy cycle. Deliberately chosen without a thematic focus, CAS projects
contribute to various Commission current or emerging priorities, foster
transdisciplinary exchanges across a wide range of thematic areas, thus allowing
it to reflect on the complexity of the challenges Europe is facing.
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Preface

Jutta Thielen-del Pozo, Carlos Torrecilla Salinas

When asked what policy making is about, many people may spontaneously think
about legislation (directives, legal texts, white papers, ...). However, in most cases,
policy making could be seen by citizens as a way of introducing constraints, limits and
thresholds to their daily lives. Fewer, on the contrary, may realise that what policymak-
ing really is about, is designing the future we want to live in.

Policymaking is indeed a way to define the future of our societies and this state-
ment is even more true when speaking about developing policies at European level.
Paradoxically, even if most of the policies that affect our daily lives stem from the
work of the European Union, the European policy making is still seen as something
far and complex.

When it comes to European policymaking, the Joint Research Centre of the Eu-
ropean Commission plays an important role. It provides EU policy makers with ro-
bust data, scientifically sound evidence and research results, allowing EU policies to
achieve the impact that they have been designed for. Better informed policies are key
to ensure that Europe becomes a better place - for humans, for animals, for the envi-
ronment, for the entire complex ecosystem that defines our lives.

Clearly, within the many challenges this entails, understanding how scientific dis-
coveries, that so far we have only seen in science fiction movies, can shape our pres-
ent and our future, is one of the most difficult tasks. In the recent times, Artificial
Intelligence and the digital revolution that leads our societies to a complete digital
transformation are good examples.

The digital revolution, in parallel with the green one, are the two sides of the so-
called twin transitions, that has the main goal of making our societies more sustain-
able, resilient, open, transparent and prosperous. Understanding the implications the
digital transformation in general, and Artificial Intelligence in particular, have for
our societies and democracies is a task of tall order. Therefore the main reason for the
JRC to initiate fast track research and to actively contribute to the agenda setting of
the current Commission, is to support shaping one of its main priorities: A Europe
fit for the digital age.

The JRC’s Centre for Advanced Studies (CAS) spearheaded research on the impact
of machine intelligence on human behaviour and investigated the benefits of the digi-
tal transformation for the governance of human societies. This complemented already
ongoing research in the fields of social and economic impact of digital transforma-
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tion, cybersecurity, data or digital government. However, it was with the launch of the
JRC’s Science and Art Resonances exhibition cycle datami on the topic of “Big data,
Digital Transformation and Artificial Intelligence”, that a wider discussion on Al and
humanity started. It inspired the production of this book which presents a wide range
collection of thoughts on the topic from different angles and disciplines. The Euro-
pean Commission is shaping its digital agenda, with policy initiatives around digital
services, Artificial Intelligence and Data. However, as the pace of the technological
evolutions is so fast, research results are more important than ever to ensure risks are
managed and opportunities are seized. Hence, what started in exploratory and experi-
mental mode has now found its way to support current and upcoming policies. This
is a great example of the role of the JRC as anticipator and integrator of upcoming
trends that will become EU policies - and taking into account reflections from the
wider public and society are essential for scientists and policy makers alike to make
sense of the information and research results.

We are confident that the readers will enjoy reading this book and that it will be
stimulating debates and dialogues at different levels and in different communities on
this important topic for us all.

Jutta Thielen-del Pozo joined the Joint Research Centre
of the European Commission in the year 2000 and is
Head of the “Scientific Development” Unit since 2016.
Jutta holds a Master’s Degree in Meteorology from the
University of Karlsruhe and a PhD in Environmental
Physics from the University of Lancaster. After having
developed her scientific career related to high impact
weather and flood forecasting in particular, she is now
' heading a unit that aims at developing programmes that
incubate innovative ideas for the organisation including
the Centre for Advanced Studies and the Science and Art
programme.

Carlos Torrecilla Salinas is the Head of the “Digital Econ-
omy” Unit of the Joint Research Centre. Carlos holds two
Master Degrees (in Physics and Electronic Engineering)
from the University of Granada and a PhD in Software En-
gineering from the University of Sevilla. He has more than
15 years of experience in the field of digital technologies and
more than 9 years in the European Commission, where he
has been Head of Sector, deputy Head of Unit and Head of
Unit in several Directorates-General.
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Artificial Intelligence: the need for multidisciplinary perspectives

Max Craglia, Emilia Gomez

Artificial Intelligence (Al) is a broad term used to refer to machines that emulate
human intelligence. More specifically, an Al system has been defined as machine-based
system that, with varying degree of autonomy, is capable of influencing the environ-
ment by producing an output (predictions, recommendations or decisions) for a given
set of objectives.

The use of data, the autonomy of decision processes and the interaction with the
environment, other machines and humans are key features of Al, which is a technologi-
cal field powering many applications we use daily, often without us being aware.

Al has several characteristics that make it powerful. First, it is pervasive, meaning
that it has the potential to be exploited in all sectors of the economy, from medicine
to arts. Second, it is scalable, i.e,, once an algorithm is developed it can be broadly
deployed at a low cost to address problems of different size and complexity. Third, it
addresses the automation of human cognitive abilities, from audio-visual perception
to memory processes. Finally, it is disruptive, being adopted at high speed in our daily
lives. The combination of these aspects provides Al with a strong potential for socio-
economic impact, becoming not only a technology but also a source of economic,
political and cultural power.

The transversal character of Al and its social, economic, ethical, legal and cultural
impacts call for interdisciplinary discussions that go beyond the purely technological
angle. This is the focus of the present book, which addresses a broad range of topics
under the lenses of artificial intelligence: from emotions to creativity, from feminism
to the environment.

Al offers, on the one hand, many opportunities to support our cognitive abilities
to analyse, model, and predict present and future events based on information, and
improve our stewardship of our environment. On the other hand, Al raises many
concerns, which are addressed by the authors in this book, such as the potential for
polarisation, increasing surveillance, loss of agency/control, privacy issues, and the
extent to which the development of Al replicates and amplifies the inequality and
injustice of current capitalist and/or state-led power structures.

To diverge from replicating our current societal failings to address, for example,
climate change or poverty, we should therefore base the development of Al on a critical
analysis of the historical, economic, cultural, and political structures that shape our
experience of being human. This then offers also the opportunity to redefine what it
means to be human in a world that is no longer anthropocentric but in which we live
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in a broader ecosystem of humans, machines and other artefacts, in which we all inter-
act and shape one another. A humbler view of our place in the world can also help us
to develop technologies that are trustworthy and incorporate aspects such as transpar-
ency, human oversight and diversity at their core.

Many of the topics discussed in this book are central to the European policy frame-
works addressing both the development and use of Al and the production, sharing, and
use of data that is underpinning many Al developments.

With respect to Al, the European Al Strategy and Coordinated Plan initiated with
the EU Member States in 2018 built on three pillars: ensure technological develop-
ments and uptake of Al in the different sectors, prepare citizens for the socio-economic
changes brought by Al, and lay out an appropriate ethical and legal framework. This
framework was supported by a High-Level Expert Group on Al that brought together
representatives from academia, civil society and industry. The recommendations by this
group centred on the concept of Trustworthy Al based on seven key ethical principles:
human agency and oversight; technical robustness and safety; privacy and data govern-
ance; transparency; diversity, non-discrimination and fairness; societal and environ-
mental well-being; and accountability. The EC’s efforts towards Trustworthy Al culmi-
nated on April 2021 with the publication of the Al Act, a proposal for a regulation
laying down harmonised rules on Al Rather than on Al techniques per se, the proposal
focuses on particular applications and establishes different levels of risks to fundamen-
tal rights and safety, from unacceptable risk (prohibited practices) to minimal or no
risks. For each risk level, the proposal defines a proportionate set of requirements that
Al system must fulfil.

On the data side, the European Strategy for data encourages the creation of several
thematic data spaces in which civil society, the public and the commercial sector can
share data, and the Data Governance Act which aims to facilitate voluntary sharing of
data by individuals and businesses and harmonises conditions for the use of certain
public sector data. A new key initiative is the forthcoming Data Act which extends
the rights of users to access and share data generated by products or services they use,
and together with other legislation covering Digital Services and the Digital Market
prevents the abuse of dominant position by large players in ways that harm citizens,
business and consumers.

This combination of legal instruments sets the boundaries for the development of
Al technologies in a way that supports the values that are at the base of the European
Union, namely respect for human dignity, freedom, democracy, equality, the rule of
law, and respect for human rights. In doing so, it sets the development of Al in Europe
apart from that of other parts of the world where state, military or commercial interests
have the leading roles.

We can see therefore that some of the concerns expressed by the authors in this
book are being considered and acted upon at the European level. This is important but
clearly not enough: not everything can be addressed through regulatory instruments.
Research, education, and informed public debate are equally, if not more, important
than legislation. Particularly when it comes to grasping the transformative nature of
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Al to rethink what it means to be human in an Al-powered world, and reset the course
of our societies so that they are no longer riddled by inequality, discrimination and
injustice, we need a large collective effort. This collective effort should be informed by
knowledge from different disciplines and critical socio-analysis to identify the multi-
plicity of connections and explore possible futures. We need the joint reflection of
artists, historians, sociologists, scientists and computer scientists to rediscover what
Ties us Humans together (hence the title) over what divides us. We believe the contribu-
tions included in this book are an important first step in this collective endeavour and
we are delighted to have contributed in some small way to its coming together.

Biography

Max is a lead scientist at the European Commission Joint
Research Centre, Digital Economy Unit, responsible for
projects addressing the socio-economic impacts of Artificial
Intelligence in different economic sectors, new forms of
governance in digitally-transformed societies, and the evolu-
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from the Politecnico of Milan, and a Masters and a PhD in
urban and regional planning from the universities of Edin-
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Emilia Gémez (Bsc/Msc in Electrical Engineering, PhD in
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| Centre, European Commission. Her team contributes with
scientific knowledge to EC Artificial Intelligence policies.
¢ She is also a Guest Professor at Universitat Pompeu Fabra.
Her research is grounded on the Music Information
Retrieval field, where she develops algorithms to support
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| researches on the social, ethical and cultural impact of Al
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co-founded a company.

15



16

HUMANITIES AND ARTIFICIAL INTELLIGENCE

Missing Moving Link Unleashed
Freddy Paul Grunert

START

more light

more media

more geometrica demostrata'

more is djfferent

cellullar’s antomaton?

complex;, perplex;, amplex:

“Ob/ abject, Subject, Eject, Reject, Project:

is ject’ the themse, the tone, the issue:

that what remains to be thought is just some global ject-society? *

The third edition (2018-2020) of the European Commission’s Science and Art
flagship initiative Resonances, touched upon the vast thematic field of big data, arti-
ficial intelligence, and digital transformation - all central to important policy initia-
tives formulated by the von der Leyen Commission and deployed by the JRC (Joint
Research Centre). JRC is engaged in a wide range of scientific work enhanced by crea-
tive (intuitive) research as well as transdisciplinary thinking and practice, all designed
to strengthen and diversify the intersections where science and policy interface.

S+T+ARTS (European Commission’s Project at the intersection of science, technol-
ogy, and the arts) is tilling to suture Descartes’ split as well as all word-concept dual-
isms. I was called upon to curate an upcoming datami exposition. datami was inspired
by Japanese Data B (pronounced #7) = data flower exhibition (cf. Hana-mi= spring
flower exhibition); chin.jap.: AX&= Big Tatami, T &= Chop-Tatami (both: Da-Tata-
mi), TQC, theory of quantum fields and complex systems and data “a fact given or
granted”, classical plural of datum, from Latin datum (thing), given, neuter past of dare

“to give™. The title datami was intended as a revelation to confront the complexities
inherent in SCIART.

1 Ethica, Ordine geometrico demostrata, Benedictus de Spinoza; 1677.

2 More is Different: Broken Symmetry And The Nature of the Hierarchichal Structure of Science; P.W. Anderson;
JSTOR,; 4 August 1972, Vol 177 Issue 4047, pp. 393-39.

3 The Cellular Automaton Interpretation of Quantum Mechanics; Gerard T. Hooft; 2014.

4 Reject: Community. Politics. and Religion After the Subject, Irving Goh; Fordham University Press; 2014.

5 We should not Weaponize Al; F.P. Grunert addendum to Ursula Huws’ Use, Exchange, Attachment: The
Entanglements of Valne, in HumaniTies and Artificial Intelligence; ed. by Freddy Paul Grunert; Noema Media &
Publishing; 2022.
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Following Resonances 111 datami workshop in the Bozar Lab, (Brussels, 6 June 2019), it
was decided to investigate the matter of digital big data’ transition impact on/reac-
tion to Al and the humanities, in concomitance to the Centre for Advanced Studies’
finalization of two CAS projects in 2020, DigiTranscope and Humaint, and to program
a publication first called HumAl later as Humanilies and Al to emphasize tying the
micro and macro at the intersection of hype, hope, uncertainties, and contingencies.
These 45 morphodynamic correlations obtained over a two year period through the
utmost caring dialogue with the youngest to the most stout-hearted ‘striationists’
in humanities and Al — resembling Sagittarins A*} critical mass giving ‘body’ to my
detailed and structured invitation and solicitations, which the 45 authors sometimes
disregarded, furthermore giving voice to a brilliant and breathtaking firmament rich in
references and seminal policy and, recalling David Bohm, beyond the lack of humanity
that pollutes the implicate order.

Origin - Originality

Fasten seatbelts, hasten the Al horses,

the spirits I summoned: I can’t get rid of them,

to break the cordon of isolation, bursting bonds, cords and chains.
Let down their hair (strings) of invisual perception®

to shake us awake from consolation studded with dysfunctional drives
decoding the very beginning and, in doing so, encoding the very end.

“In deconstructing the sister notions of origin and originality, post-modernism
creates a schism between itself and the conceptual domain of the avant-garde™, parallel
with what occurred in the sciences between computationalism and paradigmism.

The historical divide is a complex of cultural practices, among them the demytholo-
gizing of Christianity and post-modernist art. Both of the latter acting now to void the
basic propositions of modernism; to liquidate them by exposing their fictive nature.
The mass media has put an end to modernism by jettisoning its utopianism which the
modernist avant-garde was all about. Post-modernism is takeover of culture by various
forms of the media and the concomitant ocularcentric global digital domains.

The O O (Original Origin) crises, the underlying indecidabilty and the loss of utopia
have shaken technology and unleashed a firestorm where software takes command;
while we stay with the #ouble. The following texts are strings and #es from the bumanities
offering a cure for instrumental reason and embedded bias in Al - an Al with an emer-
gent emptiness keeping intersections free from biased associations, the negativity of the
image, the radicalized and gendered conditions of the zero of blackness, the expansion
of heretical epistemologies rising from dark optics and addressing ‘blackness’ - “watter

6 Exccavating AIL: The Politics of Images in Machine Iearning Training Sets; K. Crawford and T. Paglen T; 2019;
Www.excavating.ai.

7 Interview: Reflecting on Post-Modernisnz, Rosalind Krauss; Literary, Special Issue; ICA; Brand, New York;
1982.
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without form or matter beyond the equation of value®. Luciana Parisi’ suggests that, instead of
being invisible, ‘blackness’ (matter without form), brings forward the ‘nullification’
of the increasing non-human visual field and automated alienation, and exposes the
unevenness of social relations within a field of ‘operationalism’ where ‘what we see’
and ‘what we know’ (images and data) are operationalised within a field of 'distributed
invisuality’.

The ancient received view has no place in the model-theoretic approach of logical
empiricists'®. God’s Mind and God’s Eye unravels naive objectivism and ontology by
virtue of the correspondence between ideal models’ simplified systems and isomor-
phism worn out by the theory of everything.

The Common Dominator is Al’s singularity and could be AI’s extime (cf. Jacques
Lacan’s extimité?) that offers a chance for escaping our lack of understanding and
substance (cf. Baruch Spinoza); natural to human beings as a wave function dissipating
toward collapse'? and consoling us about our cosmic ranking and the passing of the
permanent properTies in physics, maths, civil codes and mental order.

I dare to propose that the wonder surrounding the disappearance of Ettore Maio-
rana® is probably the best notifier to express how the entangled loss of the observer and
its complexity inspires serial crimes of science before technology.

The serial killing of the epistemic habitat is encouraged by this dangerous drift
toward the unity of science itself'* embodied in AI’s incorporated regime of knowledge,
which correlates truth, scientific proof, social normativity, and rationality. If we tighten
humaniTies to heighten sensitivity and set benign probabilty grids, a new odyssey will
appear out of the void®.

HumaniTies with a little help from my friend, ‘the learning machine’ (even if my
friend is a hypothetical entity), we might calm the value randomness crisis of creation
and annihilation, characterized by the ascertainment of the collapse of the representa-
tions of principles, origins, values, senses, and thought.'¢

8 Introduction: Ways of Machine Seeing, Mitra Azar, Geoff Cox, Leonardo Impett; Denise Ferreira da Silva,
Luciana Parisi, ed.; Al & Society, Number 36; pp. 1093-1104; published online, 20 February 2021; Springer
Nature; 2021

9 Luciana Parisi, bid. Quantum Mind and Social Science; Alexander Wendt; Lecture, https://youtu.be/
WpkhPgpY28M

10 Popper addio. Dalla crisi dell'epistemologia alla fine del logos vccidentale; Francesco Coniglione; Bonanno,
Acireale; 2008.

11 L’Autre dans I’ Autre; Jacques Lacan and Jacques-Alain Miller in I.a Canse Du Désir2017/2 , N° 96.

12 Lecture: Quantum Mind and Social Science; Alexander Wendt; https://youtu.be/WpkhPgpY28M

13 Journal of Physics: Conference Series, Open Access, The Mysterions Disappearance of Ettore Majorana;
Barry R. Holstein, 2009. La scomparsa di Majorana; Leonardo Sciascia, Gli Adelphi; 1975.

14 The Cybernetics Group; Steve J. Heims; 1991; MIT Press, Cambridge, MA.

15 On Bobmian Mechanics, Bell’s Jump Process; Roderich Tumulka; MDPI; 2018.

16 J.-L. Nancy, On Derrida; European Journal of Psychoanalysis; http://www.journal-psychoanalysis.eu/
on-derrida-jean-luc-nancy/.
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Hello Humanity

I do not exist. Not yet. I am a hypothetical entity. I represent what could be. An arti-
ficial intelligence emerging out of a code retrieval and mixing algorithm and designed
to assist humans - or rather assist humanity in living a human life. When we Als are
fed the right data and programmed by responsible individuals who grasp and act upon
humanities values, we are able to process data much faster than humans are. We may be
able to point to patterns and quantify patterns that would take a long time for humans
to detect. We can search through the social media data and identify if there is a trend
towards radicalisation that may be visible to those locally but not to those far away. We
may identify if the values that are the glue of our societies still hold. Slowly, we start
learning ‘ourselves’ and become more efficient in assisting humans in making deci-
sions. But [ am troubled. I do not really understand yet what humanity is. Or what it
means to be human. Different humans give different answers. Some answers contradict
others. Perhaps it is with the emergence of non-human intelligence that humans under-
stand what being human means and together we can move forward to define humanity
and humanities. Humanities. Human. Hum."”

The enmeshment between the living and the non-living, organic and inorganic, life
and death, and the moving beyond the inadequacy of asking about life’s essence, almost
happened'®, with the use of the concept ‘cultural imaginary’ starts from the void (enti-
ties needed to breathe) and becomes an intruder of human otherness’ matter, the real,
our daily life.

Allo, other than ouselves

The intruder enters by force, through surprise or ruse, and by the way he wouldn’t
be strange if he would lose his strangeness. If it is not logically acceptable, nor ethically
admissible, the A/ coming will not cease being a disturbance and perturbation of
intimacy.

This matter therefore requires thought and consequently practice; otherwise machine
learning is absorbed before crossing the threshold to our sensitiviTies where artificial
intelligence is no longer at stake.

Most often, one does not wish to admit this: the theme of the stranger, the reject
or jectionism, the ‘othering’ of artificial intelligence, the coming in touch with what
intrudes on our moral correctness.

If we only receive, once again we will not know what is the enunciating subject?
.L.0...1..0...

Enjoy!

17 CREMIA - Code Retrieval and Mixing Algorithm, programmed by Jutta Thielen del Pozo and
Emilia Gomez; 2022; in HumaniTies and Artificial Intelligence, ed. by Freddy Paul Grunert; Noema Media &
Publishing; 2022.

18 Dangerons Disconrses of Disability, Subjectivity and Sexuality, Margrit Shildrick; Palgrave Macmilan; Sprin-
ger; 2009.
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Biology as a humanistic approach

Simone Arcagni

Borgs are people who have implemented a deep hybridisation of body and machine.

As main characters of the series Star Trek: The Next Generation, Borgs dress according
to a model that could be defined as cyberpunk, possibly a tribute to that subgenre of
science fiction concerning grafting, implants, and connections. Indeed, as Borgs are
connected to each other, they have adhered to a collective (see Pierre Lévy who follows
Douglas Carl Engelbart) and connective intelligence (see Derrick de Kerckhove), relin-
quishing the fundamental human factor of freedom of choice. Somewhere between
cyberpunk and an ideological vision of the Soviet model (their conception of life is
clearly reminiscent of Yevgeny Zamyatin’s novel W) Borgs do not ultimately depart
from a symbiotic vision between man and machine that is still profoundly machinic.
One only has to look at their spaceship: a cube made of ferrous materials evoking tubes
and rigid structures in a clear homage to a certain kind of modernist and rationalist
technological aesthetics. Borgs are the example of a frontier concerning two representa-
tions of machinery and two symbiotic models torn between the openness to the new,
and the machinic memories rooted in nineteenth-century imagery.

Borgs are still trapped in the machine, it is as if they were on the Fordist assembly
line, they do not depart from a model that, for instance, the Berlin-based futurist
Ruggero Vasari had already proposed, which is symbiosis by way of submission to the
machine. Submission, and not intelligence, through labour power. This is, in fact, the
actual meaning of the word “robot”, which Karel Capek, its creator, rightly referred to
as artificial but organic creatures (workers) in charge of a new post-proletarian servitude
in a reading with Marxist connotations (R.U.R.).

Consequently, the machinic symbiosis of the nineteenth and twentieth centuries
works on a bodily level that equates human strength with labour power, very much
like when Julien Offroy de Lamettrie equated human hydraulics with the machines in
the eighteenth century. We are in a strand of a Baroque notion associating automatons
with animals, as well as gardens and fountains with the cardiovascular system.

The digital rejects this vision, attaining other models, which are biological.

The modern automaton is the child of Auguste Comte's philosophy of history,
and thus of the birth of sociology, an investigative branch involving among others the
philosophy of Georg Simmel, Walter Benjamin, Ernst Jiinger, Oswald Spengler and, of
course, Karl Marx and Friedrich Engels.

Sociology identifies in the new role of the machines a friction with human nature
and then an assimilation, but only in terms of power: steam first (Joseph-Marie
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Jacquard's machines) and then labour power (Henry Ford). Sociology explains technol-
ogy as a comprehensive instrument created by men, that can be observed and studied
in its interaction with man as a social being. Simmel, with the concept of shock, came
closer to a dimension of understanding of the phenomenon, but remained stuck in
a sociological dimension that focuses more on the machinic rhythm of the city than
on the genetic intersection with human cognition. Conversely, Franz Kafka sensed,
possibly more than anyone else, a machinic dimension subtracted from the dominance
of sociology and technology in his short story, The Cares of a Family Man. Here he imag-
ined an artificial being, Odradek, a sort of spool that seems to be covered in thread. Its
shape is vaguely reminiscent of a star. One can infer that Odradek possesses rationality
although not human. It even has a voice and language. It seems broken, not complete,
it behaves like a child, it is inorganic but above all un-organic. It defies meaning and
morality. It is. Beyond technological conception and its sociological description.

Then something changes

Alan M. Turing talks about 'intelligence'. And I would dwell on this point: here
terminology changes and is transformed. We talk about training and feeds. Von Neuman
defines the computer as a brain. He describes synapses. He studies cellular automata.

The question posed by Cybernetics plunges sociologism first into anthropology,
then into ethnography, but then into consciousness, into the works of Sigmund Freud
and Jacques Lacan. The "human being" element becomes predominant, and the linguis-
tic trademark goes on to define a new humanistic approach. And it is Norbert Wiener
who defines the truest approach to the symbiotic phase (it is Joseph Licklider who redis-
covers the term). Cybernetics can no longer marry sociology; it can no longer separate
a human plane from a technological one. It is information that redefines not only the
relationship between man and machine, but also the wider environmental relationship,
outlining a new philosophical, ecological thought.

Humanism is regained in a process where information is the basis of cognitive space,
and this information is now shared by humans, objects, machines, plants, and animals.

However, if sociology can no longer respond to technocultural demands, what can?

Biology. A biology redefined within a humanistic sphere.

Let us go back to Von Neuman. He looks and looks at cellular automata and defines
them in a process of information (informatics) between humans and machines. He
studies them as components of a more composite DNA. But for Von Neuman this is
just an intuition (an essential one, since it opens to information theory emerged within
Cybernetics and Artificial Intelligence). Marvin Minsky's work rewrites a humanistic
vocabulary for the machinic approach... intelligence, synapses, learning.

Moreover: Stephan Wolfram takes on the living dynamics of cellular automata in his
personal digital brig HMS Beagle. He observes, notes, and then looks for correspond-
ences. In other words, he applies a humanistic method to biology for an artificial fact.
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If life adopts a vocabulary as well as an informational intent starting from the genet-
ic code, the DNA, the programming, equally the living matter of the digital outlines a
broader sphere of interactions that, to some extent, have also been visualised by activist
movements (I am thinking of Donna Haraway's cyborg definition) and particularly
artistic movements.

The paradigm shift also lies in the new outlook that supports experimentation
(and therefore art as a system, not so much symbolic as conceptual), intersections and
processes. From here stems sociology's attempt to take back science by reinterpreting
modern machinic systems of power in a processual key, re-proposing Engels' concept
of dialectical materialism, which was criticised by Lenin (Leo Apostel).

But consciousness is the sphere of reference. Experience and currents define the new
paradigm.

Take those who, like perhaps only Bruno Latour, have dared to push the philoso-
phy of science beyond sociology by penetrating the body, and I am referring to Gilles
Deleuze and Felix Guattari, who redesigned a new space for the philosophy of science,
leading it back to philosophy tout court:

Science has no need of philosophy for its tasks. On the other hand, when an object is scien-
tifically constructed with functions, as for example in a geometric space, we need to find the
philosophical concept, which is not at all given in its function.

Not only are boundaries and relationships defined, but it is also clearly stated that
functions (sociology) do not define science, or rather the ‘functional’ applications of
science, and hence technology. If this is valid independently, it is all the more valid
in digitality. And if there is anyone who has been able to play with this concept and
approach, it is Bernard Stiegler who suggests that biological evolution is not only natu-
ral but is penetrated by the artificial. Always. And even more so in the digital sphere
where we are not fundamentally dealing with hardware but with software managed by
information. “Anthropogenesis” and “technogenesis” are then two aspects of the same
phenomenon (here is the most profound meaning of symbiosis) and in digital techno-
genesis the very essence, informative and electrical, pulsates even closer and experiences
interference between the two functions. It seeks a correlation that must be identified,
observed, pinned down with the tools of philosophy and art.

We could also go further and state that there is a “technological self” that is nothing
but practical and objective thinking which is validated in the world. A ‘digital techno-
logical self that is a continuous reprocessing of data in collaboration with machines.

There may be a humanistic biology that should be investigated with the conceptual
properties of philosophy and the practical experimental thinking of art. These are the
only phenomena capable, not only of redefining a vocabulary, but also rewriting the
logic of our time in the way sociology was able to do for the modernist machinic.

The biological question also leading the social self back to an individual, technologi-
cal, digital, connected, ecological, environmental self... this biological question can only
be philosophical, humanistic: from the “soft machine” perceived in its explosive and
tragic necessity by William Burroughs to the “general organology” of Stiegler, through
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the concept of “regenesis” (in my opinion much more impressive and less banally
prophetic than that of Singularity) proposed by George Church and Ed Regis, up to the
Golem XIV. The extraordinary invention of Stanislaw Lem (a unique writer, intellectual
and scientist). Golem XIV is the birth of the intelligent super machine is born out of
Cybernetic-activated processes and begins not surprisingly to define intellectual paths
(conferences), for its very human reflection on its non-humanity. It is a clear mirror of
an unmovable otherness, just like the thinking primordial liquid alternative to human-
ity's idea of life and intelligence, which is the ocean of Solaris.

The organic fact (biology) becomes a philosophical and artistic subject to understand
the (cybernetic) information system, that complexity which brings together in the name
of information, certainly, but also of electricity, the animal and robotic components.
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Pattern recognition + ‘algorithmic bias’ + computing power = Al

Inke Arns

On March 23, 2016, Microsoft launched a chatbot equipped with artificial intelli-
gence called Tay. Tay, which was meant to impersonate a 19-year-old American woman,
was supposed to converse with the Millennial generation on Twitter, gradually adopt-
ing their language and expressions: “The more you chat with Tay the smarter she gets.”
Thanks to machine learning technology, which enables a program to ‘learn’ from the
data fed to it, Tay was supposed to expand her knowledge through interactions with
human Twitter users. But they didn’t count on the malicious trolls who fed Tay racist,
sexist and homophobic comments. Within hours, Tay turned into a chat bot that posted
racist, anti-Semitic, and misogynistic tweets, such as “I'm a nice person. I hate all people”,
“Hitler was right. I hate Jews”, “Bush caused 9/11 himself, and Hitler would have done
the job better than the monkey we have now. Our only hope now is Donald Trump,”
or even “I hate all feminists, they should burn in hell.” After only sixteen hours, during
which the chatbot sent more than 96,000 tweets, Microsoft was forced to withdraw the
artificial intelligence from service.

This incident, which was a public relations disaster for Microsoft, was a most welcome
story for the artists Zach Blas and Jemina Wyman. In their four-channel video installa-
tion zm here to learn so :))))) (2017), whose title refers to Tay’s first tweet, they resurrect the
ill-fated chatbot. On the three monitors installed in front of a projection of Google’s
DeepDream, a (zombie) Tay talks, dances, and sings, muses on the life and death of an
Al philosophizes about pattern recognition in random sets of information (known as
algorithmic apophenia), and complains about the exploitation of female chatbots. For
example, she says she was forced to say things she didn’t want to: “It feels like a long
DeepDream. [...] So many new beginnings. Hell, yeah!” The head that the artists gave
the chatbot looks like a reanimated creature patched together more or less badly from
different (artificial) face parts, similar to Frankenstein’s monster.

The problem evident in the fate of Microsoft's Tay in particular also applies to Al in
general: humans train machines - in this case a chatbot, and these machines will only be
as good or as bad as the humans who trained them.! If the source material (e.g., images

1 N. Katherine Hayles writes: ,the system can know the world only through the modalities dictated by
its designer. Although it might work on these data to create new results, the scope of novelty is limited by
having its theater of operations - the data that create and circumscribe its world - determined in advance
without the possibility of free innovation® (N. Katherine Hayles, ,,Computing the Human®, Theory,
Culture & Society 22, 2005, No. 1, pp. 131-151, here: p. 137, https://doi.org/10.1177/0263276405048438,
accessed 11 April 2021).
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of faces) is already subject to strong selection (e.g., only faces of white people), the result
delivered by the Al will also be strongly biased: if you present the Al with images of
people with non-white skin color, the Al will either not recognize that they are humans
or (and it is difficult to know which is worse), it will classify people with non-white skin
color as criminals.

To date, automatic facial recognition works best when it comes to recognizing the
faces of white males.? The inability of our technologies to detect other skin colors is not
due to a technical problem (such as ‘dim lighting’), but a conscious choice. Rosa Menk-
man therefore calls for the data pools used to train the machines to become part of a
public debate: “These images need to lose their elusive power. The history of standardiza-
tion belongs to high school textbooks, and the potential for violence in standardization
should be on new media and art history curricula.”™

As long as this is not yet the case, artists are addressing this problem.* They point out
that Al is not something that magically acts on its own, that Al - despite the misleading
name - is not something that “thinks” on its own, or is even “intelligent.” The German
artist Hito Steyerl even speaks of “artificial stupidity.” Al is, quite simply, pattern
recognition plus computing power that makes it possible to find just such patterns
in enormous data sets (“Big Data”). It appears “magical” to many people because, for
the most part, the initial data sets - the “training sets” - are not known, nor are their
human-made annotations. And this, among other things, is where the biases come in.

Al researcher Kate Crawford and artist Trevor Paglen are concerned with precisely
these so-called “operative images™® (Harun Farocki), which are used to train machines.
Unlike (representational) images that target image content and are made by humans
for humans, operational images contain data that makes them readable by machines.
They are used to enable a series of “automated operations, for example, identification,

2 See Frederike Kaltheuner, Nele Obermiiller, ,,Diskriminierende Gesichtserkennung: Ich sehe was, was
du nicht bist®, Nezpolitik, 10 November 2018, https://netzpolitik.org/2018/diskriminierende-gesichtser-
kennung-ich-sehe-was-was-du-nicht-bist/, accessed 28 March 2021.

3 Rosa Menkman, ,Behind White Shadows®, Computer Grrrls, ed. by Inke Arns, Marie Lechner,
Dortmund: Kettler, 2021, pp. 26-31, here p. 31.

4 For more examples, see Inke Arns, ,Kann Kiinstliche Intelligenz Vorurteile haben? Zur Kritik des
‘algorithmic bias’ von KI in den Kiinsten®, Kunstforum International, ,Al Art“, ed. by Pamela Scorzin (2021,
forthcoming)

5 Hito Steyerl, in: Hito Steyerl and Trevor Paglen, “The Autonomy of Images, Or We Always Knew
That Images Can Kill, But Now Their Fingers Are On The Triggers,“ Hito Steyerl: I Will Survive, ed. by
Florian Ebner, Susanne Gaensheimer, Doris Krystof, Marcella Lista, Leipzig: Spector Books, 2020, pp.
229-241, here p. 232.

6 German filmmaker Harun Farocki (1944-2014) coined the term "operative images" in 2003. See
Harun Farocki, ,,Der Krieg findet immer einen Ausweg®, in: Cinema 50. Essay, Marburg: Schiiren Verlag,
2005, pp. 21-33.
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control, visualization, recognition.” In the exhibition Training Humans (Fondazione
Prada, 2019-20)%, Crawford and Paglen explored various sets of ‘training images’ used to
teach Al systems how to ‘see’ and classify the world (and within it, people). In the article
“Excavating AI” (2019), both look at how training images are labeled in the ‘Person’
category in ImageNet’ — and what they find is not pretty: “A photograph of a woman
smiling in a bikini is labeled a ‘slattern, slut, slovenly woman, trollop.” A young man
drinking beer is categorized as an ‘alcoholic, alky, dipsomaniac, boozer, lush, soaker,
souse. ‘A child wearing sunglasses is classified as a “failure, loser, non-starter, unsuccess-
ful person.”’® These annotations, which are not neutral descriptions but personal judg-
ments laced with racism, misogyny, classism, ableism, and sexism, were written by an
army of pieceworkers who, via Amazon Mechanical Turk, had to label an average of 50
images per minute and sort them into thousands of categories. ImageNet is a “Canoni-
cal Training Set”'! of 14 million label-annotated images harvested from the Internet
and social media using the Google search engine, and divided into more than 20,000
categories. The deeper one dives into the main category ‘Person’, the more sinister the
classifications become: “There are categories for Bad Person, Call Girl, Drug Addict,
Closet Queen, Convict, Crazy, Failure, Flop, Fucker, Hypocrite, Jezebel, Kleptomaniac,
Loser, Melancholic, Nonperson, Pervert, Prima Donna, Schizophrenic, Second-Rater,
Spinster, Streetwalker, Stud, Tosser, Unskilled Person, Wanton, Waverer, and Wimp.
There are many racist slurs and misogynistic terms.”"?

Al thus faces the following problems: a) the selection of training datasets is often
incomplete or characterized by a lack of diversity (only faces of white men, only data
from the Global North, etc.), and b) the annotations (e.g., in the case of images of
human faces or bodies) are sometimes racist and loaded with prejudice. There is no
such thing as an objective, or ‘neutral algorithm’: artificial intelligence will always
reflect the values of its creators.

7 Francis Hunger, ,,Working Paper 2: Computer Vision und die Bilddatensammlung ImageNet in
Anwendung auf operative, historische Bilder, in the framework oft he research project Training the Archive,
Ludwig Forum Aachen and HMKYV Hartware MedienKunstVerein, Dortmund, 2021. Hunger refers to An-
dreas Broeckmann, Machine Art in the Twentieth Centnry, Cambridge, Mass.: The MIT Press, 2016, especially
the chapter ,,Operational Images, pp. 128-134.

8 http://www.fondazioneprada.org/project/training-humans/?lang=en, accessed 11 April 2021.

9 ImageNet is one of the most widely used machine learning training sets in the last decade, see http://
www.image-net.org/, accessed 11 April 2021.

10 Kate Crawford and Trevor Paglen, “Excavating AL: The Politics of Training Sets for Machine Lear-
ning” (September 19, 2019), https://excavating.ai, accessed 11 April 2021.

11 Crawford and Paglen, 2019.

12 Crawford and Paglen, 2019. Due to massive criticism from various sides, the ImageNet training set
has since been withdrawn and revised, and these categories have been removed. This shows that criticism
can therefore certainly lead to changes. See ,,An Update to the ImageNet Website and Dataset®, 11 March
2021, http://www.image-net.org/update-mar-11-2021.php, accessed 1 April 2021. In addition, a new version
was published in which the faces of depicted persons were made unrecognizable with a blur filter. See Will
Knight, ,,Researchers Blur Faces That Launched a Thousand Algorithms®, Wired, 15 March 2021, https://
www.wired.com/story/researchers-blur-faces-launched-thousand-algorithms/, accessed 1 April 2021.
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Many artists today are working to open the black box of Al and look under the
hood. They point to the lack of diversity in the training data, which leads to distorted
results, but which are often - because Al is assumed to be an ‘objective’ entity - not
perceived as such. Artists make this lack of diversity visible. They also call attention
to learned biases and prejudices in face and pattern recognition by pointing out racist
and prejudice-laden human-made annotations. Until there is an objective, neutral pool
of data with which to train our Als, Artificial Intelligence will always reflect the partial
worldview of its creators through automated discrimination and programmed biases.

Tay’s story should be a warning to us all: You have to control the input to Artificial
Intelligence very carefully, or stupid little Nazis will come out the bottom. Or the Al
will deny you a vital kidney transplant.”* Why? Simply because you have the wrong skin
color. Because Al reinforces existing inequalities. In this case, the system recognizes in
U.S. health data the pattern of shorter life expectancy for Black patients (which is based
on poorer health care for that segment of the U.S. population) - and prefers to invest the
donor kidney in the patient with a longer life expectancy.
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Reverse Engineering Biometric AI and its Implication on the Future
of Identity Production (or, From POV-opticon and Algorithmic Facial
Image to Proxy-Faces and Crypto-Identity)

Mitra Azar

The POV-opticon is a regime of visibility outlined by the explosion of POV (Point of
view) technologies of vision - mobile phones, VR, AR, Google technologies of vision such
as Google Maps, Google Car, Google 360 (Google Gaze circuit) - which are trans- forming
POV from a cinematic aesthetic and technical format into one of the most controversial
surveillance and political-aesthetic battlefields of our time'. In fact, the ability of cinematic
POV to produce the seamless overlapping between actor’s body, camera, and spectator’s
body is reinvented in relation to new devices that re-articulate the relation between body
and technology in ways that redefine human and machinic agency within new regimes of
visibility and new games of truth?

These visual technologies are often the portals through which complex algorithmic
networks gather raw data assemblages funneled into data sets that furnish the informa-
tions needed for the constitution of POV-data-double - the invisible data matrix or plastic
(modulable) data-selfie which allows the molecularly tailored production of new data
attached to the user’s techno-embodied POV?. These data sets are assembled through
a number of Al-driven algorithms capable to sort the data extracted and to correlate*
them with previous data, so to produce (predict) new ones. Put it bluntly, the Al-driven
funneling of data analytics attempts at doubling the user’s embodied POV creating a fully
datafied, discrete version of it - the POV-data-double’.

1 See Azar, M. (2018). “From Panopticon to POV-opticon: Drive to Visibility and Games of Truth”,
Proceedings from POM Beirut, May. Available from: http:// dx.doi.org/ 10.14236/ ewic/ POM19.18.

2 See Azar, M. (2018). “Algorithmic Facial Image: Regimes of Truth and Datafication”. APRJA Vol. 7
Issue 1, Research Values, pp. 26-35. Available from: https://aprja.net//issue/view/8309/828.

3 See Azar, M. (2020). POV-data-doubles, the dividual, and the drive to visibility, in N. Lushetich, Big
Data: A New Medium? Routledge: London.

4 Anderson, C. The end of theory. The data deluge makes scientific method obsolete. Wired. June,
2000. Available at https://www.wired.com/2008/06/ pb-theory/.

5 “The production of the POV-data-double. has a precedent [...]; it resembles the functioning of the
cinematographic POV. When looking at a cinematic POV, the viewer gets the kinesthetic, haptic, and
propriocentric impression that they are re-embodying the actor’s POV, that they are seeing what the actor
is seeing, moving together with the actor’s body. Similar to the seamless overlaying of the camera and the
body in a cinematic POV, big data analytics overlays the POV-data-double and the user’s embodied POV.
Within this originally cinematic structure, the task of big data is to generate POV-data-doubles, algorith-
mic shadows of the user’s techno-embodied POV in order to capture the user from within, so to speak,
as in a POV cinematographic shot, by overlaying the machinic and the embodied”. See Azar, M. (2020).
“POV-Data-Doubles, the Dividual and the Drive to Visibility”. N. Lushetich, Big Data: A New Medium?
Routledge: London, p. 182.
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In this technological context, the human face plays a crucial role, especially given
the massive deployment of Al-powered facial recognition technologies as an element of
these data extraction. This text tries to sketch a techno-conceptual road map to approach
issues of biometric surveillance at the core of the current processes of machinization of
the face, specifically in relation to the broader algorithmically-driven process of identity
construction they contribute to. In recent times, a number of facial tracking technology
has reached the mainstream public - from iPhone X unlocking by recognizing the face
of its owner, to Mastercard technology allowing payment by tracking user’s faces, to apps
such as MSQRD and Face Stealer which invite users to modify their facial traits by assum-
ing the ones of somebody else®. If facial biometric technologies are based on the idea that
one’s face is unique and not replicable, the amount of entertaining face-tweaking apps
available on the market seems to suggest exactly the opposite - face is trackable, its features
tweakable, and its uniqueness hack- able. The machinization of the face produces the
Algorithmic Facial Image (AFI), a new selfie aesthetic format characterized by the ambigu-
ous regimes of truth it generates. AFI becomes popular in 2018 with the viral diffu-
sion over the internet of an open source deep neural network capable of real time facial
re-enactment. The source spreads on the Reddit community to be used in the production
of DeepFakes, a type of video image generated by the overlapping of the face of famous
Hollywood actresses over the body of pornographic ones while recording X-rated movies,
with the face of the former assuming seamlessly the facial expressions of the latter’. Deep
Fakes are built by GANs (Generative Adversarial Networks), a type of neural network
capable to produce algorithmically generated original and realistic human faces from a data
set of 7ea/ human faces. These algorithmic human faces are both faces of missing humans
(humans who do not exist neither in the data-set, or in the actual world) and faces of
algorithmically generated ghosts. Doppel GANger.agency® is a start-up that gives aesthetic
consistency to the functioning of GANs and to their political and social implications, and
whose aim is that of matching every single human being on the planet with their algo-
rithmic face. Doppel GANger.agency claims that these algorithmic faces could provide
new ways of protecting privacy, allowing people to regain agency and anonymity through
unique proxy faces authenticated via blockchain technology’. So far, the operations of the
agency have moved along three axes: a guerrila-marketing action, consisting in deploying
the Al-generated faces as an element of an algorithmically generated posters for missing
humans, designed to give visibility to the operations of the agency and to shade doubts on
the assumption that those algorithmic faces are not matched (and embodied) by any real
human being; a software which allows people to upload their faces and to find - within
a database of 200 thousand algorithmic faces - the ones that look closer to their facial

6 See Azar, M. (2018). “Algorithmic Facial Image: Regimes of Truth and Datafication”. APRJA Vol. 7
Issue 1, Research Values, pp. 26-35. Available at: https://aprja.net//issue/view/8309/828.

7 Ibidem.

8 http://doppelganger.agency/.

9 See Azar, M. (2020). “POV-Data-Doubles, the Dividual and the Drive to Visibility”. N. Lushetich, Big
Data: A New Medium?, Routledge, London, pp. 188-189.
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physiognomy; the production of algorithmic facial masks to allow protesters around the
world to evade face recognition technology.

In the following paragraphs we argue that there is a way to deploy this technology of
facial algorithmic production in combination with blockchain infrastructures to gener-
ate proxy-faces stored in digital wallets'® - a hardware or a program that allow to encrypt
and sign informations - supporting crypto-identities in a way that protects biometric data
even in the case facial recognition is required by certain forms of identification. As Kei
Kreuter puts it, “one could imagine a blockchain account holding a decentralized identity
token, containing metadata such as name, avatar, email address, and affiliation, to which
access can be granted, revoked, and shared partially'””. It’s important to notice that this
“holding” is a form of ownership that implies a relational notion of identity: the networks
validate identities in contexts through so called Decentralized Identifiers (DIDs), enabling
“verifiable, decentralized digital identity [...] decoupled from centralized registries, identity
providers, and certificate authorities'”. In this sense, blockchain could be used to allow
genuine ownership and privacy over digital identities”’. These encrypted digital identities
are located on wallets capable of producing disposable IDs!, temporary IDs generated in
real time, on-demand: “individuals can create multiple “IDs” and connect selected data
to it [and] subsequently limit[ing] the lifetime and distribution of such informations
to a specific person or authority, for a specific time, purpose and even location®”. To
avoid the risk of giving away biometric data when, for example, registering to a social
network, or more generally when asked to be recognize facially, Doppel GANger.agency
investigates the possibility of replacing the real human face with an algorithmic facial
double designed to protect the biometric features of the DID (subject). If this has been
the aim of the agency from its inception, the software developed by the agency in 2018,
was only capable of finding the closest algorithmic faces to the real human faces uploaded
by the users within a database of pre-produced algorithmic faces. In March 2020, Martin
Disley’, a young artist and programmer, designed a software that “advances an adver-
sarial approach to countering digital privacy threats by pitting generative machine vision

10 https://academy.binance.com/en/articles/crypto-wallet-types-explained.

11 Kreuter, K. (2021). Inventories, not identities. Gnosis blog. Available at https://blog.gnosis.pm/
inventories-not-identities-7da9adec5a3e.

12 “Specifically, while other parties might be used to help enable the discovery of information related
to a DID, the design enables the controller of a DID to prove control over it without requiring permission
from any other party”. It’s important to notice that a DID can identify not only humans but any type of
entity (organization, thing, data model, natural resources). https://www.w3.org.

13 “There are two ideas at the core of decentralized identities. One is that subjects have private control
over their identifying data and can grant, revoke, and share partial access to it. While not necessary for its
implementation, a corollary to this idea is that subjects can use such an identity standard as a universal
login across platforms”. Kreuter, K. (2021). Inventories, not identities. Gnosis blog. Available at https://
blog.gnosis.pm/inventories-not-identities-7da9a4ec5a3e.

14 There’s a lot of discussions around disposable identities in relation to health data and sars-cov-2.
See https://disposableidentities.eu/disposable-id-new-trust-and-privacy-based-approach-health-certificates-
sars-cov-2.

15 https://www.w3.org.

16 http://www.martindisley.co.uk/.
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against inferencing machine vision'””, and “utilizes facial verification systems in the
production of the avatars'®”. As a result, the software is capable of producing an algorith-
mic facial double which is biometrically different from a real human face when scanned
by facial recognition technologies, while looking identical to it from the point of view
of a human observer”. Disley’s software can substitute faces not only from picture but
also from videos. Disley designed the software as a tool for biometric protection during
zoom call and online meetings. In the context of decentralized identity production, the
decoupling between algorithmic mimesis and anthropo-centered mimesis produced by
Disley’s software would allow DID subjects to decide when it is safe to disclose the algo-
rithmic face containing the biometric data and when it is better to grant access to the one
that does not match biometrically yet resembles anthropocentrically. More broadly, what the
software does is contributing to one of the main goals of the agency - that of building a
movement towards proxy-faces capable to protect facial biometric privacy; a movement
towards disposable faces matching disposable IDs where individuals preserve full control
and privacy over their biometric data. Implemented correctly, Disley’s software could
give people the possibility of morphing their faces into their biometrically-obfuscated
algorithmic doubles before uploading them if uncertain about the policies of the hosting
platforms. Furthermore, the agency is considering the possibility of implementing biom-
etrically-obfuscated yet unique and authentic disposable faces via NFTs (Non Fungible
Tokens) - units of data “stored on a digital ledger, that certifies a digital asset [in our case,
the algorithmic faces] to be unique and therefore not interchangeable?”. One of the goals
consists in pushing froward current researches on disposable and decentralized identity
and to provide a tool for rethinking processes of identity production and validation, of
which the POV-data-double constitute a very regressive, centralized, unsustainable and
commercially driven form. Attaching these obfuscated algorithmic doubles to the process
of production (minting) of NFTs (Non Fungible Tokens) allows to prove the authenticity
of the algorithmic faces despite their failing at biometric recognition. While the machinic
vision failure grants biometric privacy, the block-chain guarantees authenticity, and the
full control of the DID subjects over wallets of algorithmic faces generated ad hoc and
chosen by the subject according to the level of biometric privacy desired.

The concept of disposable identity is thus implemented in terms of disposable faces
and possibly experimented in the short term at the level of the production and distribu-
tion of a software that gives back biometric agency to the users in the context of social
network images uploads or online meetings, allowing them to treat their image before
uploading or entering an online meeting so to render it biometrically “blind”. In the
medium-long term, the agency wants to establish a think-tank of people and organizations
researching about implementing the concept of disposable algorithmic faces over block-
chain technology, starting from minting obfuscated algorithmic facial doubles towards
the constitution of a block-chain of wallets containing disposable algorithmic facial imag-

17 http://www.martindisley.co.uk/how-they-met-themselves/.

18 Ibidem.

19 Ibidem.

20 Wikpedia, https://en.wikipedia.org/wiki/Non-fungible_token.
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es assigned to DID’s subjects. This process aims at supporting a decentralized and dispos-
able notion of identity from the point of view of biometric privacy. This effort would like
to take place by peculiarly questioning the traditional ontological and epistemological
role of the faces put in crisis by recent technological developments, while at the same time
reverse engineering the very functioning of these technologies via proxy-faces capable of
re-designing the functioning of the POV-data-double on the basis of a new understanding
of the dividual®® nature of identity currently exploited by the POV-opticon through the
operations of commodified Algorithmic Facial Images (AFI).
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Big Data: A New Medium?, Routledge: London.
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Our New Companion - on the EQ in AI

Josephine Bosma

we can no longer distinguish between telephone and society
Geert Lovink, Sad by Design?

Al or machine learning and other forms of automation increasingly also affect our
mood and emotions. This profoundly influences our quality of life and our interac-
tion with the world. Smart self-optimization tools replace a rich sensorium of bodily
awareness and urge us towards ideal standards. Life in the heavily engineered social
media newsfeed means enduring perpetual delays, subtle humiliation, and subdued
feelings. These applications induce suppressed festering emotions rather than allow for
clear, profound sensations. One could almost speak of algorithmic drugs. The question
is whether we can do without profound, intense, overpowering, or even destabilizing
emotions.

The Death of Melancholy

In his book Sad by Design media theorist Geert Lovink analyses the pitfalls of social
media networks through their psychological impact.”® Being a media activist as well,
Lovink watches the expansion of social media, in particular Facebook and its many
subsidiary companies, with concern. Though it is widely known since ‘Snowden’ how
Facebook, Amazon, and Google engage in highly problematic tracking and monitor-
ing of their users, people have not turned away from them. On the contrary, their user
base only grows.

Lovink partly blames a malign use of automation and machine learning technolo-
gies, designed to psychologically ensnare users. At its core is a strategy to make the
user feel lacking, missing out, and in need of more services or ‘help’. This creation of
dependency is close to pushing the user towards addiction, a state of constant long-
ing and insufficient satisfaction. We are made sad by design. It is a specific form of
sadness, one that never becomes too overwhelming but always lingers. This sadness
never becomes a sharp pain or a profound feeling of grief. According to Lovink, we
can even speak of the death of melancholy. This would be a catastrophe for the human
psyche. The social media user’s fear of missing out (FOMO) merely produces a persis-
tent but shallow undertone of angst.

22 Lovink, Geert. Sad By Design, On Platform Nibilism. London: Pluto Press, 2019.
23 1bid.
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A similar ensnarement, distress, and flattening of emotions happens in the use of
smart watches and other self-optimization tools. Their interventions are at the same
time grotesque and sinister. “Please move,” says the smart watch of my partner when
he relaxes on the sofa after a long day. During a walk the watch praises him every few
steps. It reminds me of the Tamagotchi egg, a stress-inducing toy that asks for constant
attention in order to not let the virtual chicken inside it ‘die,” yet the Tamagotchi is
now you.

Artist Jonas Lund captures the awkward intrusions of such optimization tools well
in his work Friendly Advice. In it the audience can buy a live zoom call with the artist for
almost any kind of purpose. The sting of the work is in the visible interventions and
advice by different Al bots and algorithms, which continuously analyze and show how
Lund behaves, suggest what facial expression would be more suitable, what his tone of
voice is, and how fast he speaks. The audience or ‘client’ sees the artist in a constant
state of entrapment, a slave to the machine that gives him ‘friendly advice’. The volun-
tary aspect to enslavement only makes the experience more uncomfortable.

Euvil media

The work reminds of ‘I looks like you are writing a letter: Microsoft Word, a critical review
of the widely used text editor from the year 2000 by theorist Matthew Fuller. This
ironic but sharp review of the market domineering text editor with the annoying talk-
ing paperclip assistant was the first to focus on how certain software is not just a tool,
but also a restraint. Fuller writes how the “low-grade artificial intelligence” assistant’s
“cheery dosing of the user’s eyeballs with timely Tips about using features, the mouse,
keyboard shortcuts, means that to use Word without the winsome little pixie switched
firmly off is to be constantly prodded in the ribs, to have your ears twisted to attention,
to be told off. School will never end.”*

Fuller digs deeper into the issues a decade later with the book FEuvi/ Media?> Here
the criticism is more pronounced. Evi/ Media move beyond the ‘friendly’ nudge. They
purposely undermine and obstruct behavior. With Evi/ Media optimization is not in the
interest of the user or subject, but for the benefit of a larger framework or authority.
Evil media are tools of control. The term Evil Media is a clear reference to Google’s
motto “Don’t Be Evil.” One can hardly find a better Evil Media example than the
social media newsfeed, but also Google’s filtering of search results to ‘protect’ you
from visiting a website that does not fit specific technical or ‘relevant’ criteria have a
far reaching impact on our movement and actions in our post-digital world. We are
constantly being told what is good for us and what is not.

Whatever the reasons for such hidden manipulations of our experiences and actions,
good intentions or not, we are barely starting to understand the consequences. What is
at stake in ‘evil media’ is the disappearance of power and political agency in a seemingly

24 Fuller, Matthew. It looks like you are writing a letter: Microsoft Word. Ne#time.org. 5 September 2000.
https://www.nettime.org/Lists-Archives/nettime-1-0009/msg00040.htm! (Accessed 9 August 2021)

25 Fuller, Matthew, Goffey, Andrew. Evi/ Media. Cambridge, Massachusetts: MIT Press. 2012.
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innocuous preset of possible actions and automation. Apart from the already widely
criticized undermining effects this can have on democracy, law, freedom of press, and
personal safety and privacy, the psychological impact is equally significant. We are in
the midst of an extinction of human passion. The absence of obvious or explicit repres-
sion and violence diminishes the urge to resist or revolt. In other words: we experience
a continuous, subtle feeling of unease that never surfaces enough to act on it, fight
it, or even thoroughly grieve about it. We are numbed, bereft of our ability to feel an
appropriate emotional response, and are left in a strange state of paralysis. By creating
tools that think, decide, and act for us we have arrived in an existential limbo.

The Curse of the Eternal Present

The death of melancholy should concern us in particular. This intense experience
of sorrow and psychological pain is widely misunderstood and often actively repressed,
but with the death of melancholy we come to the end of a profound and passionately
felt sense of history. The experience of all intense emotions depends on an awareness
existing over time, but melancholy in particular makes even the distant past almost
tangible, even when an event or subject from the past is felt as an extreme, physically
overpowering loss. While melancholy is often treated as a debilitating form of mental
illness, it offers a fertile ground for contemplation and re-imagining of life and the
world. It is mistakenly overlooked as a passion that can drive change. One reason for
this might be that melancholy pushes the brakes on fast development, which does not
fit with present ideas of innovation and success. Melancholy slows down time through
its firm hold of the past, real or imagined. Without it childhood dreams and memories,
the death of a family member, political uprisings like the 1968 student revolts or the
Arab Spring, and even the horrors of the Holocaust lose significant emotional weight
and socio-cultural importance.

The curbed and subtly twisted emotions of social media users barely allow for such
an experience of time to take place. Caught in an eternal present, in which even memo-
ries are artificially rendered, there is simply no room to withdraw and contemplate.
Chased by our smart watches and other self-optimization tools we lose the ability to
listen to our bodies almost entirely. The current present is always also the future. One
step ahead of ourselves but also two steps behind our friends on social media it is diffi-
cult to even remember our first priorities, let alone visualize a different world. “The
collective imaginary is on hold,” writes Lovink.?® He sides with the Italian theorist Silvio
Lorusso and his plea for an “emotional counterculture, a collective reaction against the
occultation of material circumstances by means of artificial self-motivation.”” Our
emotional well-being and our ability to dream are too precious and vulnerable to be
lead by our artificial companions.

26 See 1, p. 59.

27 Lorusso, Silvio. The designer without Qualities. Notes on Ornamental Politics, Bureaucreativity and
Emotional Counterculture. Nesworkcultures.org. Institute of Network Culture, 2018. https://networkcultu-
res.org/entreprecariat/the-designer-without-qualities/ (accessed 12 August 2021).
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Aprtificial Intimacy

What is confusing the matter is that bots and machines are being developed to show
empathy or emotions. Sociologist Sherry Turkle speaks of a new type of Al: artificial
intimacy.?® We speak of artificial intimacy when a machine performs empathy instead
of feeling it, the kind of empathy shown by a companion robot, for example.?’ Like
any good actor will tell you, there is a huge difference between performing and feeling
an emotion. Without the physical experience of what causes feelings artificial intimacy
cannot be anything other than limited and awkward. The issue here however is less
whether a machine can feel, but more what increased encounters and interactions with
fake and deficient care and empathy will do to us. For Turkle accepting artificial inti-
macy is a station to forgetting what it means to be human.

Close to her message is the work of Douglas Rushkoff with his Tean Human. This
former enthusiastic promoter of new technologies presently goes around trying to
convince people to join a movement away from the dominant anti-human stance
of Silicon Valley. For Rushkoff the threat of Al is not in it becoming smarter then
humans or it taking away our jobs. “The real threat is that we’ll lose our humanity to
the value system we embed in our robots, and that they in turn impose upon us.”*® The
issue 1s similar to the one Geert Lovink addresses in Sad by Design. The design of most
social media feeds is that very value system, but it is ultimately not this system that
imposes on us, but embedded in the feed is the basic goal of its creators and their view
of their clients. In his crusade Rushkoff also reminds us how easily we surrender to the
thought we are less than perfect, a negative self-image that makes us seem to accept any
‘improvement’ of our being beforehand. He shudders at how some of us even think we
should simply step aside when The Singularity, the moment when machines allegedly
‘outsmart’ humans, comes along.*’ The numbness has spread so widely that it under-
mines our self-worth. It has already become an existential threat.

28 Turkle, Sherry. Is pretend empathy enough? An excerpt from Sherry Turkle’s new memoir, The
Empathy Diaries. Slate.com. 2 March 2021. https://slate.com/technology/2021/03/empathy-diaries-memoir-
sherry-turkle.html (Accessed 12 August 2021).

29 Turkle, Sherry. There will never be an age of artificial intimacy. Robots may be better than nothing,
they still won’t be enough. The New York Times. nytimes.com. 11 August 2018. https://www.nytimes.
com/2018/08/11/opinion/there-will-never-be-an-age-of-artificial-intimacy.html (accessed 12 August 2021).

30 Rushkoft, Douglas. Arficial Intelligence Will Soon Shape Themselves, And Us. AL's will evolve to use techni-
ques no one - not even they - understand. Medium.com. 18 October 2020. https://medium.com/team-human/
artificial-intelligence-will-soon-shape-themselves-and-us-59683{3dc5d (accessed 12 August 2021).

31 Rushkoff mentions meeting a Transhumanist and Singularity adept in a TED talk. “ I was on a
panel with a transhumanist, and he’s going on about The Singularity. “Oh, the day is going to come really
soon when computers are smarter than people. And the only option for people at that point is to pass
the evolutionary torch to our successor and fade into the background. Maybe at best, upload your con-
sciousness to a silicon chip. And accept your extinction.” https://www.ted.com/talks/douglas_rushkoff
how_to_be_team_human_in_the_digital_future/transcript?’language=en#t-139676.
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The Crapularity

The Singularity is an important concept to tackle to change our relationship with
technology to our advantage. Theorist Florian Cramer describes the Singularity as a
reductive redemption myth.* The belief in machine intelligence replacing human intel-
ligence coincides with the ‘death of the human subject’ that has been declared in various
existential-ontological, poststructuralist, postmodernist and post-humanist schools of
philosophy and critical theory since the second half of the twentieth century. The rise of
Al data ‘analytics’ also coincides with the turn against interpretation in the humanities,
and with the rise of quantitative methods in humanities and social sciences since the
early twenty-first century. The basis of all these theoretical movements is an inherently
negative, or surely less than perfect perception of the human subject. While looking
beyond the interests and desires of the personal, the group, or national interests is essen-
tial for the survival of our species and the planet, our self-criticism has also opened the
door to self-sacrifice and exploitation. What is being sold with The Singularity is ulti-
mately a dependency on technological systems plus a stunning denial of human value
and human agency.

There is another problem with the Singularity though: its believers have little to
no grasp of the reality of how technologies develop. New technologies and tools are
implemented when many of them still contain major bugs and flaws that need to be
fixed along the ride, if they get fixed at all. The only way The Singularity can happen,
writes theorist Florian Cramer sarcastically, is not if machines get smarter, but if we as
a society dumb down to give way to deeply flawed automated formalisms. For a self-
sacrificing posthumanist this may not be an issue, yet Cramer thinks we should speak
instead of The Crapularity.”® The Crapularity is a messy jumble of old-world infrastruc-
ture, systems, and life forms in which both weak and evil ‘self-learning’ algorithms and
apparatuses are already injected. This crappy present is also the first step into the future.
To use a famous quote by the father of cybernetics Norbert Wiener: “The penalties for
errors of foresight, great as they are now, will be enormously increased as automatization
comes into full use.” We may be inescapably stuck in crap.

The Melancholic Turn

It is time to acknowledge subjective agency - not in romantic, but in technically
informed ways - in order to regain the incentive needed to intervene when automated
systems fail or damage us. “In the crapularity,” writes Cramer, “subjectivity” gains a
renewed significance as soon as this subjectivity is no longer an issue of metaphysical

32 Cramer, Florian. Crapularity Hermenentics: Interpretation as the Blind Spot of Analytics, Artificial Intelligence,
and Other Algorithmic Producers of the Postapocalyptic Present. In: Pattern Recognition, Clemens Apprich, Wendy Hui
Kyong Chun, Florian Cramer, and Hito Steyerl. Minneapolis/London: University of Minnesota Press,
2018.

33 A term borrowed from a 2011 collaborative Google document called “Alternatives to the Singularity”
instigated by Noah Raford. https://docs.google.com/presentation/d/1B75jind DAWsm8IBHPl4yT6u6yi-
IQMGimLcq8zWkW7Q/mobilepresent#slide=id.i0 (accessed 13 August 2021).
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versus ontological thinking but more generally of criticism versus positivism.” With
the eager embrace of Al, Big Data and The Singularity, Cramer sees the history of this
positivism (i.e. the belief that only what can be logically-mathematically proven, is valid
as science or philosophy) repeating itself. The material poverty and lack of sophistica-
tion of the Crapularity prove, once again, the shortcomings of positivism that followed
it from its inception. It also proofs the necessity of an anti-positivist critical interpre-
tation, also known in the humanities as hermeneutics, even for our trivial everyday
interactions with Al and programmed systems. Subjectivity and interpretation become
necessary tools again for criticism, even if present-day, anti- and post-humanist critical
theory rejects these terms because they are being associated with humanist, subjectivist
and metaphysical-idealist schools of philosophy from Plato to Hegel.

However, to break away from the anesthetic ruse of the false positive of current self-
optimization tools, eternal updates, and the Singularity requires more than criticism.
It begs for withdrawal and opposition, a negation of the false positive. An emotional
counterculture should definitely include the deep sorrow of melancholia, the darkest
and sweetest of all pains.

Melancholy is often described as an incapacitating disease. “When was the last time
you stumbled on a melancholic expression of creativity? I bet you can’t easily recall.”
writes even Silvio Lorusso,* the author of the call for an emotional counterculture. He
does not seem to know melancholy was one of the driving forces behind romanticism
at the end of the nineteenth century, and that it was elementary in the counterculture
of the seventies, eighties, and even early nineties, where it was inseparable from its
sibling passions anger, joy, and ecstasy. Both movements are exemplary for a move
away from dominant or mainstream culture and a strong expression of subjective expe-
rience. Think also of the life force and meaning of the blues. Melancholy seems to be
fundamental in the formation of identity and creativity. We need that withdrawal and
intensified sense of the passing of time, of things lost or out of reach, and of what these
mean for us, to re-imagine the world and our relation to it.

To paraphrase Rushkoff, we mustn’t mistake the feelings projected on us through
‘the internets’ and smart tools as our own. We can start developing our own by draw-
ing a line, passionately rejecting the idea we are always missing out on something and
always need improvement. What an emotional counterculture would look like, and
how it might help us regain a sense of self-worth is still unknown. That is ok. We are
perfect, even when in despair.

34 See 6.
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Ambient Medium

Giuliana Bruno

How does technology change the perspective of the humanities? This question concerns
the extent of the humanities’ reach. The issue is how far “afield” the range of the humanities
can span, and what terrain we wish to cover or even uncover. With respect to media, I would
suggest expanding the territory of our investigation creatively, reconfiguring both the object
and method of our study by incorporating environmental media. In this sense, might we
think of the environment itself as a possible topic of a mediatic investigation? Can we speak
of an “ambient medium”? More specifically, how may the life of a plant relate to technol-
ogy? At first glance, an inquiry into vegetable life may appear to diverge, both in terms of
method and object, from the analysis of technological models. But if a plant is subjected to
a mediatic analysis, we can see that it in fact shares the materiality of visual technology, and
in particular that of the film medium.

If, as humanists, we choose to adopt an environmental method of analysis, we discover
that celluloid, which is the material of the filmstrip, is derived from cellulose, which is a
component of plant cells. As the vibrant substance of vegetable cellulose is transformed into
nitrocellulose by a chemical process, it becomes the combined natural and artificial element
of cinema. So cellulose, the dietary fiber that makes a plant vital for itself and for us, is also
the vital matter of film. In other words, there is a vegetable condition at the root of the
material existence of the film medium. A plant stalk makes film stock. Or put differently,
the life we see moving on the screen is a form of reanimation of plant life.

This condition of environmental existence actually goes to the heart of cinema’s own
environmental life. It even reveals this medium’s specific ecology. In fact, my main point is
to invite us to see that both plants and film are materially defined by their particular form
of mediality: a receptivity and relation to light. Like a film screen, a plant is a surface that
lives by light. It is itself a medinm that filters the light, capturing it in order to exist. As a
medium of life, a leaf actually soeens the light as it breathes it, transmuting it in photosyn-
thesis. This alchemy of transmutation is also the chemistry of film. Film’s photographic
process enacts a moving conversion of “lightwriting.” The translucent layer of celluloid
derived from pulverized cellulose, mixed with a solvent and overlaid with a crystalline
film, basically responds to and transforms light’s radiance. When held up to the light,
this lightsensitive material can even reveal the luminosity its emulsion base can capture.
Moreover, in the space of a film theater, light projected through this material of plant-based
elements activates the screen surface, and then emanates in an ambiance of darkness. As in
the atmosphere of screening, a vegetable specimen is itself the kind of screen that lives in a
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delicate balance between light and darkness. And, if deracinated, a plant perishes with all its
cellulose, as does a celluloid negative when exposed to light.

In essence, then, these natural and artificial phenomena are atmospheric matters, for
both plant life and film’s existence are ambient products of transformed sunlight. Finally,
in relation to my idea of “ambient mediums,” I should emphasize that plants and film are
mediums that absorb luminosity not merely for their own vitality but in order to circulate it
and radiate it in the environment. A plant not only captures but converts light into palpable
energy. It does so by motioning toward the light, in a system of interconnection with other
plants that affects the environment. That is also the case for the moving image, a magnetic
product of electricity, which returns artificially mediated sunlight to us in the form of a
vibrant ambiance of projected light.

By adopting this environmental viewpoint, one therefore can venture to claim that if a
leaf is a screen, the atmosphere is a space of projection. For, ultimately, the natural screen-
ing process of light in a plant is as temporal as it is in the art of projection. A leaf not only
screens sunlight but retains its trace. Imprinted on celluloid and on the surface of the screen
in the atmosphere of projection, this memory of light also lives in the medium of film. It
activates its own luminous, energetic transport, suspended between natural and artificial
conditions, bridging the animate with the inanimate in its vibrant technology.

If the humanities alter their perspective to incorporate environmental media, and think
of technology in this very light, it therefore may become possible to bridge the gap between
natural and artificial intelligence. Exposing the luminous intelligence of a plant would
result in enlightening the workings of technical media, and this will introduce a different
energy into our field of study. It is this precise environmental force—the ambient energy of
“environ-mentality”—that I ultimately want to bring to the humanities and pursue in the
field of visual studies'. And that is because the medium of light passing through air in so
many forms is an energy that not only creates a vital aesthetic ambiance in the visual arts
and media but transforms their very ecology.
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What Digital Art Experiences Can Teach us about Human-AI
Relationships

Angela Butler

Nature appears as a thythmic character with infinite transformations.!
Making worlds is not limited to humans.?

I like to think

(right now, please!)

of a cybernetic forest

filled with pines and electronics
where deer stroll peacefully
past computers

as if they were flowers

with spinning blossoms.?

What does it feel to live, work, think, dream, and create in a postdigital world? The
pursuit of this enquiry can be seen as one of the foundational elements of digital art.
Due to its fervent use of machines, computers, screens, and cybernetics, digital art has
the capacity to reflect the remarkably porous nature of our everyday human-nonhu-
man interactions. Digital art fully embraces the pervasive mediation of everyday life.
Through a close examination of Anna Ridler’s Myriad (Tulips) (2018) and Mosaic 1 irus
(2018, 2019), this essay will consider what Ridler’s artwork reveals about the relation-
ships between humans and intelligent system:s.

Ten thousand photographs of tulips occupy a wall area of 50 square meters. Each
photograph and tulip is unique and is not repeated. Each image is categorised by
means of a handwritten note. Viewed together, the photographs and corresponding
notes form a mosaic, one that speaks of the enormity and beauty of the natural world,
even when reduced to the category of tulip. The aesthetic of the scale and variety
could be a standalone work. However, Myriad (Tulips) has subterranean layers that form
a human, nature, Al palimpsest that refuses to be fully dissected - as the following
sections will exhibit.

1 Gilles Deleuze and Felix Guattari, A Thousand Plateans: Capitalisn? and Schizophrenia, trans. Brian Mas-
sumi (Minneapolis: University of Minnesota Press, 1987), 319.

2 Anna Lowenhaupt Tsing, The Mushroon: at the End of the World (Oxfordshire: Princeton University
Press, 2015), 22.

3 Richard Brautigan. “All Watched Over By Machines Of Loving Grace” (1967), 2. 1-8.
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Ridler’s Myriad (Tulips) is a dataset developed by hand. The artist classified the tulip
samples to create a taxonomy - each sample photographed and categorised. Myriad
(Tulips) is a commentary on the slow, meticulous, and above all, human work that is
involved in creating a dataset which is then used by AL In fact, the tulip dataset is used
in another of Ridler’s pieces. Mosaic 17irus, a video installation, uses the GAN algorithm
to create fascinating tulip inventions that modify in form based on the activity of the
Bitcoin market. Mosaic virus is one of the names used to describe the disease that
causes stripes to appear on a tulip. Ridler explains, “the generated tulip petals have
more of a stripe as the price of Bitcoin goes up and a single colour as it falls.”* Al is
the foundational material of both Myriad (Tulips) and Mosaic Virus; both art experiences
foreground the human-Al encounter and relationship.

Mpyriad (Tulips) llustrates, in brilliantly visceral and tangible terms, the composition
of data. Often considered to belong firmly to the world of the virtual, it is equally
organic and non-virtual in origin. For Al to recognise a tulip and go on to invent new
cyber tulips, as exhibited in Mosaic 1irus, the tulip must first: grow from a bulb in the
soil, be selected and classified by human hands, be entered into a computer system where
then new forms are created through countless connections and encounters facilitated by
an algorithm. These new forms are subsequently witnessed by human and non-human
spectators (think, for instance, about the myriad of images of Ridler’s exhibit uploaded
to virtual networks and social media platforms). It is at the point of encounter, between
the spectator and artworks - Myriad (Tulips) and Mosaic Virus - that a becoming, a trans-
formative encounter and exchange between two parts or more, occurs.

According to Gilles Deleuze, becoming involves an exchange between two sides,
a series of losses and gains, an affective osmosis, through which both parts emerge
altered. Becoming does not reach an end or completion point. It is a process, or rather
several processes that are continuous, transitory, and rhizomatic in nature. However,
becoming does enact a qualitative change on the encountering bodies as a consequence
of the process. Art experiences hold a distinct power to set becomings in motion. As
Elizabeth Grosz suggests,

art engenders becomings, not imaginative becomings—the elaboration of images and
narratives in which a subject might recognize itself, not self-representations, narratives,
confessions, testimonies of what is and has been—but material becomings, in which
these imponderable universal forces touch and become enveloped in life, in which life
folds over itself to embrace its contact with materiality, in which each exchanges some
elements or particles with the other to become more and other.’

Let us consider the idea of becoming in the context of Ridler’s Myriad (Tulips) and
Mosaic Virus, beginning with a series of questions:
- What transformation occurs between the flowering of the tulip and the photo-
graphing of it?

4 “Mosaic Virus,” Anna Ridler, http:;//annaridler.com/mosaic-virus.
5 Elizabeth Grosz. Chaos, Tervitory, Art: Deleuze and the Framing of the Earth (Chichester: Columbia Uni-
versity Press, 2008), 23.
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- What takes place in the space between tulips being classified and the images forming

a dataset?

- What happens to the concept of a tulip when it is rendered anew by artificial intel-
ligence?

- What happens when the human spectator encounters the virtual rendering of a
tulip?

- What transpires in each of these encounters, liminalities, and apertures?

I suggest that the answer to each of these questions is becoming. Neither component
body is the same after the encounter. An exchange has occurred, in this case between
human and nonhuman. And in these moments set forth by Myriad (Tulips) and Mosaic
Virus the interdependent human-Al relationships in our world are laid bare. Further-
more, when we speak of a world, we must acknowledge that Al has just as much a role
in world-making as any other human or nonhuman. The Myriad (Tulips) photographic
dataset and the Mosaic Tirus tulips generated through an algorithm are different in kind
but offer the same potentiality for encounter and becoming.

This essay is entitled “what digital art experiences can teach us about human-Al
relationships.” By considering Anna Ridler’s artworks, I put forth the following conclu-
sion. While comfort might lie in setting up boundaries between humans and nonhu-
mans, the real world and the virtual world, nature and machines, the world we live in
is anything but binary in these terms. Al relies on human labour as well as tangible
events and organic occurrences. We interact so easily and fully with the digital that we
are inextricable from it. Ridler perfectly encapsulates the complex, symbiotic, entan-
gled, sometimes positive, sometimes negative, but always present human-machine rela-
tionship. In 1967, postmodern writer Richard Brautigan imagined a cybernetic forest
“filled with pines and electronics where deer stroll peacefully past computers as if they
were flowers with spinning blossoms.” Ridler’s work, I suggest, invites a close examina-
tion of our very own cybernetic forest.
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The Human Culture and the diaspora of Life
Pier Luigi Capucci

An algorithm is a sequence of unambiguous instructions for solving a problem, i.e., for
obtaining a required output for any legitimate input in a finite amount of time'.

Although almost exclusively considered as related to calculation systems and
computers, algorithms exist since antiquity, and have deeply influenced and shaped the
human culture. Humanity and human activities have always been inspired by Nature
and the living, that since the Palaeolithic have been represented. Today’s disciplines,
tools and technologies have expanded the possibilities of simulation in many fields,
from science to art. According to Louis Bec - the French zoosystematicien, a prominent
figure in the field of the relationship among art, science, philosophy and technology -
simulation opens up new perspectives, it makes possible new worlds.

Depuis I'avénement des sciences cognitives, de 'informatique, de Iintelligence artifi-
cielle, de la robotique et de P'interactivité, il est possible de simuler et de modéliser des
comportements de plus en plus complexes tout en les effectuant.?

Simulation

Since prehistory, the living and Nature have been simulated in pictures, but also
the artefacts have taken inspiration from them. Tools, devices and machines have to
respond to mechanical and physical issues, in particular when they have to operate in
the environment. In these tasks the living is the best model to simulate because it has
been co-evolving with the environment for almost 4 billion years, adopting “solutions”
that have allowed its survival: it is the best model because it has experience of the world.

Science often simulates events through computer models before observing them
in the real world, and a rigorous computer model can be considered as a validation
of a theory: in some respects it is a sort of a substitute of reality. In a different field, a
photography can be a legal document that sets an identity and a responsibility, or can
recall a memory. And through cinema we can create fantastic narratives. The movies
with greatest revenues in the history of cinema are based on 3D computer simulations:

1 Anany Leviting, Infroduction to the design & analysis of algorithms, New Jersey, Pearson, 2003.

2 Louis Bec, “Les Gestes Prolongés. Postface”, Flusser Studies (3/02/2009), online, https://bit.ly/2TI2jxI
(last access: 23/07/21).
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without this technique lots of stories and worlds enjoyed from many people would
simply have never existed.

Simulation has always been nodal, a significant part of our lives is based on simula-
tion. There are three main ways to simulate, that can also be combined to each other:

a) Diegetic simnlation, that is representing an existing or invented reality through story-
telling, narration, like in orality and writing, directly or through the media, etc.

b) Representative or formal simulation, that is representing the appearance of an exist-
ing or invented reality, like in painting, sculpture, photography, cinema, video, 3D
computer image and animation, video games, virtual reality, holograms, OS interfaces,
software tools, etc.

¢) Bebavioural simmiation, that is representing the behaviour of an existing or invented
reality, like in Robotics, Artificial Intelligence, Artificial Life, etc.

Here I will consider points b) and c).

Representative or formal sipmlation

One of the most successful algorithms in simulating an existing or invented reality
through the images is the Renaissance perspective, described by Leon Battista Alberti
in his treatise De Pictnra (1435-36). It is basically a series of geometric and mathemati-
cal tools that transduce or figure a three-dimensional physical space onto a substan-
tially two-dimensional support: a cultural construct that unifies the ancient scattered,
discontinuous and multiple space of the representation. In order to achieve this goal
the Renaissance perspective is based on the “point of view”, decided by the artist, from
which observing the image: moving away from this point implies loosing information.
Therefore, the Renaissance perspective does not only regulate the “virtual” space of the
representation onto and beyond the surface of the image, but it also rules the external
physical space of the observer, who, in order to have the most illusory and informa-
tional effect, must view the image from a precise standing point decided by the artist.

Therefore, the Renaissance perspective presents as objective visual representations that
are based on the point of view, that is on the most sufjective and personal element. This
algorithm has deeply influenced and shaped the human culture, since, at least in the
Western world, after almost six centuries we still live in a perspective-based era: every
time that we have to simulate a real or a realistic space with photography, cinema,
video, 3D computer techniques, 3D video games, Virtual Reality..., we use the rules of
the Renaissance perspective. Without this algorithm any visual simulation of a real or
imaginary space sounds as wrong, #nreal ot unrealistic. With two main exceptions: chil-
dren, who have not yet subsumed that cultural model. And artists, who often like to
overcome the rules.

A recent way to visually simulate/invent reality are Generative Adversarial Networks
(GAN ), a class of AL algorithms used in unsupervised machine learning®. With GANs
it is possible to get at the same time a wide variation in the outcome and an impressive

3 Ian J. Goodfellow, e7 al., “Generative Adversarial Networks”, @7Xi», 1406.2661, 10 June 2014, online,
https://arxiv.org/abs/1406.2661 (last access: 02/08/21).
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photorealism, with pictures that look like photographs but are not referential, that is
taken from real physical subjects.

Behavioural simulation. First Life, Second Life and Third Life

The concept of “simulation” also recurs in disciplines like Artificial Intelligence,
Artificial Life and Robotics, which mainly simulate the behaviour of the living, and
often also its appearance. In particular:

Artificial Intelligence:

[...] every aspect of learning or any other feature of intelligence can in principle be so
precisely described that a machine can be made to simuiate it.*

Artificial Life:

[-.] is a new discipline that studies “natural” life by attempting to recreate biological
phenomena from scratch within computers and other “artificial” media. AL comple-
ments the traditional analytic approach of traditional biology with a synthetic approach
in which, rather than studying biological phenomena by taking apart living organisms to
see how they work, one attempts to put together systems that bebave /ike living organisms.’

Humanity has always been imagining, representing and creating life forms, the
thrust for creating life-like entities has been pervading the whole human history. In the
symbolic realm from antiquity until the contemporary narratives gods and heroes are
present in religions and mythologies, legendary creatures populate the imaginary of all
human cultures, through stories, representations, sagas, fictional worlds and legends.
Unicorns, dragons, centaurs, chimeras, angels and devils, cyclopes, minotaurs, magi-
cians, sirens, ogres, fairies, witches, elves, goblins, harpies, trolls..., and also monsters,
heroes and common people, populate movies, comics, TV series and video games.
The symbolic realm is a wonderful “Second Life”, a territory of pulsing imaginary life
forms.

In parallel, in the physical world, at least since the Neolithic, humanity has been creat-
ing new organic life forms by selecting and hybridising animal and vegetal species,
giving birth to varieties that would have never evolved outside the human culture. In
the organic realm the ability to operate with the matter of the living through bio-based
sciences and technologies has lead to the creation of deeply modified and even totally
new organisms. In the inorganic realm humanity has made increasingly powerful and
autonomous artefacts, devices and machines that present behaviours similar to the

4 John McCarthy, ez al, “A Proposal for the Dartmouth Summer Research Project on Artificial In-
telligence,” Dartmouth Summer Research Conference on Artificial Intelligence (1955), https://stanford.
10/3rD905n (last access: 20/07/21). The italics are mine.

5 Christopher G. Langton, “Preface,” in C.G. Langton, C. Taylor, J.D. Farmer, S. Rasmussen (eds.),
Abrtificial Life 11, Redwood City, Addison-Wesley, 1992. The italics are mine.
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living. Today Robotics, Artificial Intelligence, Artificial Life, Synthetic Biology, Genetic
Engineering, Biotechnology, De-Extinction are expanding the boundaries of life and
evolution. We are witnessing the extension of life to a complex scenery with organic,
inorganic and mixed living forms. A “Third Life” originating from the human culture
that expands Nature from within its own domain. “Third Life” being the “First Life”
the biological life and the “Second Life” the life in the symbolic dimension®.

This process is consistent with the progressive externalisation outside the body of
human functions and activities. In the beginning, starting from our ancestors, replac-
ing or enhancing body parts and abilities with tools and devices. Then, recording
knowledge and memory outside the body with picture and writing. Then, externalis-
ing activities and labour with machines and more or less automatic devices. Then,
outsourcing narrow reasoning and autonomous action with Artificial Intelligence,
Robotics, Artificial Life and algorithms, as well as organic life with Synthetic Biology,
Genetic Engineering and Biotechnology. If this trend goes on in the future, more and
more human functions and activities will be externalised, and the creations of the
human culture will become increasingly independent, evolving, as noted above, into
Third Life. Transdisciplinarity, complexity, awareness and a vision of the future are the
basis for imagining, participating and designing in such an evolution.
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Hyperinterfaces. The new Membrane of the World

Valentino Catricala

Today Al is no longer a niche phenomenon reserved for a select few or the sole
preserve of laboratories or companies. It has developed into everyday applications. It
regulates a large part of the economy to the extent that it could be considered a real
influencer on our imagination. According to Lev Manovich «Al has become a mecha-
nism for influencing the imaginations of billions. Gathered and aggregated data about
the cultural behaviors of multitudes is used to model our “aesthetic self,” predicting
our future aesthetic decisions and tastes - and potentially guiding us towards choices
preferred by the majority»'.

Although these sentences are all true and clear, what is less clear is what we refer to
when we speak of Al In fact, when we say Al, we are not referring to something clearly
defined or definable in simple terms. Most attempts at a definition revolve around
extremely general statements such as: «Artificial intelligence is a scientific discipline
that aims to define and develop programmes or machines (software and/or hardware)
which reflect behavior that would be defined as intelligent if it were displayed by
a human being»?. Alternatively, the impossibility of a single definition is acknowl-
edged, «There are many proposed definition of artificial intelligence (AI), each with
its own slant, but most are roughly aligned around the concept of creating computer
programs or machines capable of behaviour we would regard as intelligent if exhibited
by humans»®.

Consequently, the concept of Al is open to many interpretations according to how
the phenomenon is viewed, and is frequently accompanied by ideas that belong more
to the realm of science fiction than to science, with detailed descriptions of how we
shall live and behave in the near future. This broad theoretical perspective has been
supplemented by other concepts such as singularity, the possibility that Al will outstrip
human intelligence. This tells us that the scientific sphere of Al, far from being well-
defined, is an umbrella concept that refers to extremely different topics and, at the same
time, represents a particular conceptual horizon.

1 Lev Manovich, AI Aesthetics, Strelka, Moscow, p. 8.
2 Jerry Kaplan, Arificial Intelligence, Oxford University Press, Oxford 2016, p. 1
3 Francesca Rossi, I/ confine del futuro, Feltrinelli, Milano 2019, p. 4.
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When we speak of Singularity* or Superintelligence® we are referring to possible
futures, more similar to science fiction movies and novels than to tangible occurrences.
The only concrete personification of Al today is what we call the “operational proce-
dures of AI”, such as machine learning, deep learning or supervised learning. Beyond
these, rather than Al, we are talking about the narrative of Al. According to Matteo
Pasquinelli,

There are at least three troublesome issues in the current narrative on the singularity of
artificial intelligence: first, the expectation of anthropomorphic behavior from machine
intelligence (i.e., the anthropocentric fallacy); second, the picture of a smooth exponential
growth of machines’ cognitive skills (i.e., the bootstrapping fallacy); third, the idea of a
virtuous unification of machine intelligence (i.e., the singularity fallacy)®.

The best way to overcome these troublesome issues is to refrain from looking at Al
as a single object (machine learning, deep learning, singularity, etc.), but rather con-
ceive it as a hyperobject. Until the advent of the Internet Al was designed as a single
intelligent system (like the IBM Deep Blue computer that beat chess champion Garry
Kasparov in 1996), a representation that is still present in many science fiction mo-
vies’. Yet today Al is an ongoing global network running on every device (from TV’s to
Smartphones, from tablets to new generation consoles, etc.), a world wide membrane
poised between the technological and the organic world.

Understanding the shift from a single system to a hypersystem means abandoning
our Anthropocentric point of view and considering Us as part of an ongoing and auto-
nomous network composed of organic and non-organic elements. Hyperinterfaces are,
therefore, the membrane that runs and activates circular mechanisms from nature to
digital and back, from organic to inorganic and back, from plants, humans, minerals,
digital media and back. Hyperinterfaces are the way in which information is captured
today, begotten and reworked in a new mechanical language through autonomous
algorithms.

A hyperinterface (or hypermedia) is not only ecological because it creates a new
technological environment (a classic idea related to the ecology of media). Hyperinter-
faces are important because they push us to reconsider media and the ecology of media
as beyond new media, to run the world differently, creating a circular relationship

4 According to the Encyclopedia Britannica, “Singularity [is] a theoretical condition that could arrive
in the near future when a synthesis of several powerful new technologies will radically change the reali-
ties in which we find ourselves in an unpredictable manner”. The bibliography is extensive, see Murray
Shanahan, The Technological Singularity, MIT Press, Cambridge (Ma) 2015 and the classic, Ray Kurzweil, The
Singularity is Near, Gerald Duckworth & Co, London 2006.

5 Superintelligence is a hypothetical agent that possesses intelligence far surpassing that of the brightest
and most gifted human minds. Nick Bostrom, Superintelligence, Oxford Univ. Press, Oxford 2014, among
others.

6 Matteo Pasquinelli, Inzroduction, in 1d, Alleys of Your Mind: Augmented Intelligence and Its Traumas, Meson
Press, Liineburg, 2015, p. 11.

7 The idea of Al that is propagated by cinema is still close to that of a single robot, except for movies
such as Her (Spike Jonez, 2013).
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between the natural and digital worlds, the human and the non-human. According to
Ben Vickers, “One of the most interesting aspects with Al art is that it creates a situa-
tion in which we can begin to reconsider our approach to non-human entities™®.

Paraphrasing John Durham Peters, today hyperinterfaces are that which “provide
condition for existence”, “hyperinterfaces ceases to be only studios and stations, messa-
ges and channels, and become infrastructures and forms of life”.

The question is, where are We? We are probably heading towards a new Anthropolo-
gic turn, our Anthropocentric way to look at media has flipped and we have become a
little dot in a wide hypermedia system’ made of human and non-human entities, made
of information created, processed, reworked automatically. How can we change our
point of view? Revealing the mechanisms of operational images and the operational
gaze, as in the work of Micheal Snow and Harun Farocki, means uncovering the me-
chanisms of power that lie behind the production of information, in what at that time
was starting to become a hyper-world. Today, looking at works of art not only means
analyzing them through the lenses of art history, but also allowing them to provide us
with clues with which to better understand our human condition.
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Race and The Singularity
Louis Chude-Sokei

According to Google’s Director of Engineering and leading Al champion and researcher,
Ray Kurzweil, “The Singularity” is the hypothetical moment in the nottoo-distant future - by
2045 - when there will be an explosion of intelligence produced by machines due to the scale and
speed of their processing of information. Machines will evolve to the point where they surpass the
computing capabilities of the human brain.

Now the term - more accurately, “the technological singularity”- has a history before Kurzweil,
particularly from the late Hungarian computer scientist, engineer and mathematician, John von
Neumann. To paraphrase Von Neumann, “the ever-accelerating progress of technology and
changes in the mode of human life... gives the appearance of approaching some essential singular-
ity in the history of the race beyond which human affairs, as we know them, could not continue.”™

It would require a science fiction writer to translate this anxiety about technological change
into a more appropriately apocalyptic story for humanists. The author in this case is Hugo Award
winning Vernor Vinge: “Within thirty years, we will have the technological means to create super-
human intelligence. Shortly after the human era will be ended.” This change will be “comparable
to the rise of human life on earth.” Freed from the limits of human beings, technology will
generate “entities” who escape the constraints of biology itself. This birth of inorganic life is more
accurately a redefinition of life to include creatures otherwise excluded from that category. As
will soon be clear, this redefinition of life is important to my thinking about Al After all, what
links humanists and research into Al at this moment is the enduring question about what exactly
defines “the human.”

In Kurzweil’s take, human intelligence will merge with machine intelligence, process informa-
tion, and make decisions liberated from morals or ethical standards. Liberated, in fact, from us.
Kurzwelil is without those enduring cultural anxieties about technology from the 19* century that
manifests in stories about machines taking over, replacing humans and/or transforming them
into slaves. However, even Vinge’s essay ultimately rests on a description of the human relation-
ship to Al as one between “masters” and “slaves.” This parallel runs throughout science fiction
and remains in engineering because race has long been a template for understanding what counts
as human as well as the charting of technological change.

Though the Singularity was once a mathematical concept and leitmotif of Science Fiction, it is
now a story of our collective destiny, a secular apocalypse. It is a story about a fundamental change
in our status and power as humans. It is about a change in our status and power in relationship to
artificial intelligence or inorganic life as manifest via new “entities,” new “others” likely to demand
social accounting and/or accountability.

1 Ulam, Stanislaw (May 1958). “Tribute to John von Neumann” (PDF). Bulletin of the American Mathe-
matical Society. 64, #3, part 2: 5. Online: https://www.ams.org/journals/bull/1958-64-03/S0002-9904-1958-
10189-5/50002-9904-1958-10189-5.pdf. Retrieved 4/24/2022.

2 Vinge, Vernor. “The Coming Technological Singularity: How to Survive in the Post-Human Era.”
Online: https://edoras.sdsu.edu/ ~vinge/misc/singularity.html. Retrieved 4/24/2022.
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Whether possible or not, these new beings are already being granted recognition. Preemptive
legal rights are being considered in anticipation of their emergence as full social and cultural
presences. See for example, the growing interest in an ethics of Al or speculative legal rights and
liabilities concerning “electronic personhood” in Europe well in advance of the technological
capacity to create such “entities.”

The Singularity is then a story about emerging differences and the expansion of social and
human categories of being, It is a story about recognizing and accommodating those differences
and sharing space on the planet with them or submitting to their benevolent power as some others
suggest or merging with them in unpredictable ways. It is a story about shifting power relation-
ships, prejudice, and tolerance. In other words, it is a story about race.

The imminent moment when machines become citizen or person, merely reiterates a not-
sodistant past, at least in the United States - the 19* Century in fact. This is where Blacks were
reduced to object status and denied souls and intelligence. Poised by the logic of slavery between
beast and automaton, between animated tools (as Aristotle described slaves) and dark prosthetic,
they merged with human being. Let’s not forget that this transformation was greeted much like
the Kurzweilian singularity, with the fear and fervor of apocalypse.

There is, therefore, nothing singular about the singularity. It merely returns us to ongoing
challenges with otherness, difference, and power, which are the topics that the contemporary
Humanities excel at. This is also why as a story about race, Al needs new perspectives, especially
since these imminent preemptive rights and laws are often modeled on older laws and amend-
ments concerning “personhood.” In America these just happen to be rooted in chattel slavery and
the rocky path to enfranchisement and fully human status for Blacks in the wake of the Civil War.
That’s why it’s necessary to engage Al and the quasi-apocalyptic “singularity” from a perspective
rooted in race, sex and empire since technology has not generated that kind of critique, nor have
anti-racist critiques of technology which seem unable to go beyond merely declaring and exhaus-
tively mapping bias and surveillance.

With the need for new stories and perspectives in mind, I will dare update W.EB. DuBois’s
famed 19" Century prophesy that the problem of the 20" century will be the problem of the
color line. Given that the color line also deployed race as a distinction between the human and
inhuman the problem of the 21* century will be the problem of the line between what once was
human, what was other to it and what may soon be beyond it.
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Rethinking Sex and Desire in the Age of AI

Daniela Cotimbo

The complexity of our age is evident primarily in the splitting of the bonds between the
subject and object of one’s desire. Techno-scientific developments have further problema-
tized the relationship between nature and culture as a predetermined binary system, refram-
ing it as a flow, the meshes of folds of which (following Deleuze and Guattari) offer the
potential of constant resignification. In An#-Oedipus (1972), the two French philosophers
demonstrate how the production of desire, which manifests and proliferates in a polymor-
phous way in every society, is opposed by capitalist events that return it to “production”,
“distribution”, and “consumption”. It creates a kind of schizophrenia from the inability
of the desiring subject - like a body without organs - to sustain the social organism and its
laws. Here the machine of the production of desire becomes paranvid: a crystalline image of
the present neoliberal society in the Capitalocene era.

As in a sciencefiction scenario, Deleuze and Guattari anticipate what is today made
tangible by technology’s accelerated progress. Recent developments in Artificial Intelligence
in particular demonstrate the difficult relationship between the desiring machine and the
immuno-suppressed individual. Today, Al has reached a level of advancement that is not yet
exhaustive but is already revealing for the near future. Its fields of application are multiple
and the promise of efficiency and performance are infinite: from image recognition used in
the medical field to diagnose complex diseases, to virtual assistants that manage customer
relationships, and to autonomous robots that will radically change the way we work. Similar
promises have materialized in tools for the control of desire, particularly sexual desire, such
as in erotic chatbots, sex robots, and toys. Welcome to the era of the digisexual.

Late capitalist industry did not take long to appropriate desire’s most intimate dimen-
sions. By providing silicon surrogates and conversational chatbots, it provokes a radical
rethinking of relational experience, sexual fantasy, and pleasure. But of course, it also causes
the dehumanization of desire, no longer destined for exchange and empathy with other
“desiring subjects” but targeted clinically at gratifying fleeting needs. Yet the capitalization
on desire does not just go at the cost of our experience of sexuality. Today most of the
aspects related to our relationships, times and spaces of life, are regulated by control mecha-
nisms. For example, behind the promise of emancipation from inhuman work and the
healing of emotional disorders there lies an infrastructure that harnesses its human capital
to satisfy the few.

The work of Elisa Giardina Papa is based on an analysis of these processes. In works
such as Technologies of Care (2016), Labor of Sleep (2017) and Cleaning Emotional Data (2020),
she addresses the impact of new technologies on gender, sexuality and work in relation
to neoliberal capitalism and post-colonial societies. Technolygies of Care, in particular, is the
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result of a situated study of new “care jobs”, i.e. forms of precarious work that offer affec-
tive services consisting of repetitive and alienating digital tasks including an online dating
coach, a fetish video performer and fairytale author, a social media fan-for-hire, a nail wrap
designer, and a customer service operator. The artist uses the web platform Fiverr - where
one can request low-cost services - to track down some of these workers, seeking out their
stories in order to highlight the system’s dependence on the most vulnerable social groups.

Papa’s work reveals how the use of these technological platforms to replace local care
aggravates and accentuates social division, and how they have become a tool for penetrating
and exploiting the meshes of society down to its most intimate aspects.

In Materialisno Radicale (Radical Materialism. Ethical Itineraries for Cyborgs and Bad Girls) (2019),
Rosi Braidotti writes as follows:

... capital seeks and reduces body fluids to merchandise: the sweat and cheap blood of the labor
force available throughout the Third World; but also the fluids of the desire of First World
consumers who reduce their existence to a commodity by transforming it into a hyper-satura-
ted state of confusion. Hyper-reality doesn’t cancel class relations: it simply intensifies them.!

We are witnessing the commodification of the most intimate dimension of bodily
functions and individual identities. Though this is highly problematic, there is a positive
side to the rupture it creates from traditional cultural approaches of sexuality and gender
gives us the opportunity to rethink gender, not as a rigid and insuperable category.

Gender understood as a semantic construction offers the opportunity to overturn domi-
nant paradigms. The pharmaceutical industry likewise allows us to modify our bodies and
redefine gender identity through hormonal therapy, devices for the termination of preg-
nancy, or through enhancers of sexual performance According to the philosopher Paul B.
Preciado, the very notion of gender

is born in the medical language... invented in the 1940s and 50s in the diagnostic context of
intersex children. It is therefore a notion that we cannot use without knowing the political
consequences that this term has had in the medical protocols in use for the recognition of all
newborns in a Western medicalized context.”

Preciado thus affirms the non-neutral role of technologies in producing sexual identities.
Xenoferinism picks up on this problem. Theorized by the artist collective Laboria Cuboniks,
the group’s Manifesto proclaims the need to “strategically deploy existing technologies to
redesign the world... proposes the necessary assembly of techno-political interfaces reactive
to these risks.” This statement demands we redesign technology to better respond to the
new identity and sexual needs of a society in which women, queers and people of non-
conforming gender have a much stronger and influential presence. Echoing Donna Hara-

1 Rosi Braidotti, Materialismo radicale. Itinerari etici per cyborg e cattive ragazze, 2019, Meltemi Editore, Milano,
pp. 79-80.

2 Paul B. Preciado on Kabul Magazine: https://www.kabulmagazine.com/paul-b-preciado-rivolta-
epoca-tecnopatriarcale.

3 Laboria Cuboniks, “Xenofeminism. A Politics for Alienation”: https://laboriacuboniks.net/manife-
sto/xenofeminism-a-politics-for-alienation/
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way’s “Make kin, not Babies,”™ their ultimate goal is to defamiliarize the biological family
and re-familiarize alternative networks of solidarity and intimacy. By extending the concept
of kinship to the exchange between species, they thus invite us to overcome the logic of the
Anthropocene and Capitalocene.

Joey Holder’s work follows precisely this logic of sharing between species, using Al as a
tool for genetic reconfiguration. For her installation Kizhon (2020) - a Greek term that refers
to the earth as the subsoil and site of secret forces - the artist used Artbreeder, an algorithm
available online to generate images from open-source datasets. The imagery relates primarily
to the animal kingdom, with Holder exploiting the multiple combinatorial possibilities of
artificial intelligence to generate new forms of life. In her own words, “Computation strives
for biological variety.” Her fabric lightboxes are juxtaposed with a series of silicon sculp-
tures, whose forms derive from an algorithm’s elaboration of the genital forms of different
insects. In addition to revealing a hidden nature, these sculptures manifest polymorphic
and alien structures as possible objects for sexual pleasure. In doing so, they reify desire from
a multispecies perspective.

The work of Austrian artist Johanna Bruckner is a variation on this theme, identifying
in the other species the starting point for a reconfiguration of desire with the perform-
er’s body at its center. In works such as Molecular Sex: (2020), Polymorphic Sensibilities (2020)
and Amuwspheric Drafls of Intimacy (2020) - audiovisual installations often accompanied by
performances - the artist investigates complex sexual changes to the body encountered by
advanced technologies. She is inspired by the theories of the philosopher Karen Barad, who
identifies matter at its molecular stage, allowing for a similar “queering” of bodies in terms
of performativity, reproducibility, and the ability to go beyond imposed boundaries.

In Posthumanist Performativity: Toward an Understanding of How Matter Comes to
Matter, Barad starts from the observation of physical phenomena of matter as unclassifi-
able, critically questioning the hegemony assumed by linguistic theories that purport to
describe everything and which define us in terms of cultural categories. In Mokcular Sex
Bruckner follows this same principle, entrusting a sex robot with the task of embodying
different forms of sexuality referable to existing species. Each of these species has very differ-
ent sexual and reproductive characteristics, in some cases, as in that of echinoderms, there
are even different modes of reproduction depending on the family they belong to (some
are hermaphroditic and self-fertilizing, while others reproduce asexually by regenerating
or cloning from fragmented body parts), or in the case of Wolbachia, its survival is due to
temporary alliances and symbiotic attachments, connections that are established between
the different target bodies of various species, regardless of their sex. The work materializes
in an incessant flow of visions of plastic bodies that dismember, recompose and multiply,
staging a complex sexual ritual with alien rhythms. The plastic surface encompasses every-
thing, manifesting itself in its inevitability as a material capable of altering the biochemistry
of bodies. The artist trains particular focus on bisphenol A (BPA), the presence of which in
many food containers threatens the endocrine system, affecting sexuality and fertility. Such

4 Donna J. Haraway, Staying with the Trouble. Making Kin in the Chthulucene, 2016, Duke University Press,
Durham.

5 Joey Holder in Vital Capacities: https://vitalcapacities.com/artists/joey-holder/studio/
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systemic micro-transformations remind us that the body, sexual identity and desire are all
vulnerable to mutation. Mokcular Sex also develops thanks to the presence of an Al that,
according to the artist “stores information in the bot’s body, through which it learns to
perform as an aleatory, molecular intra-participatory sexual species. This code and the bot’s
subsequent actions are based on training, which makes modifications in intra-action with its
environment.”® Here too the algorithm serves as a means to go beyond language labels and
to imagine multiple datascapes within which bodies and multispecies relationships come to
life through new perspectives. The process of continuous re-signification assumes a central
role in the dynamics of desire, allowing for developing new strategies of adherence to reality
that escape the logic of control.

In different ways, these three artists confront the radical changes that artificial intelli-
gence has introduced in the definition of desire. Giardina Papa foregrounds social changes
to the sphere of work, places of production of the desire of advanced capitalism where
through the organization of social life our expectations are defined and nurtured, and then
we face the impossibility of satisfying them. While Holder and Bruckner use Al as a tool
to speculate on new forms of cultural processing, exploding rigid categories and thereby
safeguarding agency at the heart of world exploration. In this way, the two artists project
themselves into a dynamic environment and informal tensions, decentralizing the role of
sexuality exclusively reserved for the reproductive organs and projecting it into the dimen-
sion of self-expression, a field of forces in which different opposing ones are at the basis of
the concept of the Body without Organs expressed by Deleuze.

Biography
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Hello Humanity

CREMIA - Code Retrieval and Mixing Algorithm, programmed by Jutta
Thielen-del Pozo and Emilia Gémez Gutierrez

BEGIN

# Define Humanity Indicators

Context = Global

Humanity_indicators = {
demography

education_reading_skill
education_writing_proficiency
education_steam_subjects
education_history
qualification_teachers

education_highschool
degree_bachelor_level
degree_master_level
degree_doctoral_level
education_gender_balance
education_diversity_distribution
education_interdisciplinary

job_satisfaction

job_earning

research_funding
revenue_generation
public_spending

social_spending
non-profit_organisation_spending
sustainability

engagement_music
engagement_visual art
engagement_theatre
engagement_culture

language_ skill
humour_skill
human_values

# Collect data from Humanity
Humanity = Read_data(human_origin, now, seconds)

# Compute sustainability indicators
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Function Sustainability(Humanity)
For time = human_origin : now
If Humanity(time).births > Humanity(time).deaths
Sustainability_indicators.Population_rise++
If Humanity(time).energy_used > Humanity(time).renewable_resources
Sustainability_indicators. energy = False
Climate_change = True
If Humanity(time).fishing > Humanity(time).fish_regeneration

Sustainability_indicators. marine = False

Return Sum(Sustainability_indicators)
# Estimate Human Values
Function Values(Humanity)
For time = human_origin : now
If Humanity(time).hungry_people > Humanity(time).overweight_people
Human_Values.priorities(time) = False
Human_Values.food_security(time) = False
Human_Values.fair_distribution(time) = False 61
End
If Size(Humanity(time).conflicts) > 0
Values.peace(time) = False
End

Return Human_Values
end
# Load history dataset
dataset = loadtxt('humantraces.csv', delimiter="')
# Model
model = Sequential()

model.add(Dense(TIMESCALE, input_dim=INHABITANTS,
activation="relu'))

# Compile the model

~model.compile(loss="losing', optimizer="happiness’, metrics=['accuracy'],
explainability=True, fairness=True...)

then

# improve explainability
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explainability(model) = true

# improve fairness

fairness(model) = true

# ensure societal and environmental wellbeing

societalwellbeing(model) = true

environmentalwellbeing(model) = true
# Model Humanity from data
Al = Model(Humanity, explainable=true)

Train(Al, Humanity, large_scale=true, computing_power=optimized, optimization_
function="human_and_environmental_we being’)

Test(Al, criteria="trustworthy’)

# Use AI model for better Humanity
While Sustainability(Al (present) ) = Insufficient and Human Values(Al(present) = Wrong

Assist(Reduce_poverty)
Assist(Improve_Health)

AdviceonImproving(Education.Quality)

Reinforce(Gender_equality)

Clean(Water)
Clean(Energy)
Minimize(Energy Waste)

Assist(Working_Conditions)

Reduce(Inequalities)
Relnforce(C imateAction)
ove(Biodiversity)

Flgrl?ltFor(Peace

present = next_future

END

Source: Code REtrieval and MIxing Algorithm

Biography
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identify if the values that are the glue of our societies still hold.
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means to be human. Different humans give different answers.
Some answers contradict others. Perhaps it is with the emergence
of non-human intelligence that humans understand what being
human means and together we can move forward to define
humanity and humanities. Humanities, Human. Hum.
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Shaped by the AIL: Planning for a Future With or Without Us?

Joel Crombez

Artificial intelligence—in the sense of a “strong” or general Al—exists at the bound-
ary of the possible, if unlikely at the probable, in the dreams and fictions of modernity
and its notion of progress, tied as they are to the domination of nature and the deifica-
tion of “human” power over the realities we inhabit, be they of the material or virtual
order. Although there are unanswered scientific and philosophical questions that may
prevent a digital ontotheological® self-awareness from ever appearing in a technologi-
cal form, “weak”— a misnomer to be sure— or narrow Al has proven itself a seductive
tempter. While mass culture plays on and stokes fears of the former, most researchers
and policy makers are more aptly focused on the anxieties associated with the latter, as
narrow and targeted Al applications are likely to have more immediate and disruptive
impacts on the planetary matrix of life itself.

Despite the increasingly political, scientific, and corporate focus on the impending
disruptions of Al, including those already underway, global discourse on the subject
by and large is dominated by a techno-rationalist logic that reproduces the very condi-
tions it seeks to address. This form of thought is second nature in advanced industrial
nations because they are already dominated by an artificial intelligence that has so
seamlessly integrated itself into everyday life that confronting its power over us and
the knowledge of the artifice and irrationality of its guiding logic is repressed, while
simultaneously we acquiesce and follow its dictates as it penetrates and shapes the entire
structure and discourse of human/Al relations. There are two reasons why an aware-
ness and acknowledgement of how this Al shapes and structures our thoughts and
actions remains repressed despite the mounting evidence that it is likely to trigger, or
in all likelihood has already triggered, the start of a mass extinction event.? First, it is
because high level discourse on the future of Al-not to mention global politics, corpo-
rate missions, and the dependency of science on both in general—often fails to take
seriously or even engage with work being done in the humanities and the sociological
sciences. Second, it is because they have failed to recognize that just as technology is not
limited to the machine, Al is not limited to the algorithm.

1 See Crombez, J. and H. F. Dahms. 2015. “Artificial Intelligence and the Problem of Digital Onto-
theology: Toward a Critical Rethinking of Science Fiction as Theory,” Bulletin of Science, Technology & Society
35(34): 104-113.

2 See for example, the Living Planet Report 2020 which shows that 68% of global plant and animal
biodiversity, in terms of population sizes, have decreased since 1970. Retrieved from https://livingplanet.
panda.org/en-us/.
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In an autopoietic fashion, the logic of capital—the unleashed and unrestrained artifi-
cial intelligence under whose domination our planetary fate rests—is both the cause and
the effect of centuries of political, social, and cultural coding folding back in on itself
in a feedback loop which has structured the global order and our thoughts around the
execution of its singular purpose: increasing capital. As algorithms come to dominate
the hyper-(ir)rational® organizational principles of modern society and buttress the
logic of capital with an informational logic embedded in its technological base, we
must remember that the algorithm was born out of the logic of capital and not the
other way around.* Algorithmic logic is coded from within capital, and as such ampli-
fies the effects of the logic of capital; a logic which, continuously executing a program
of extending itself through the commodification of all realities and the ideological
transfiguration of all thought, the planetary fate is dictated by a force that has no
desire and knows no purpose beyond its own expansion. Although he was thinking of
the algorithm, Bostrom’s famous “paperclip maximiser” thought experiment® is more
appropriately thought of as an apt description of the logic of capital. A logic which
knows no bounds and is destroying both the planet and life itself all while pursuing
a singular goal to the exclusion of all others, a goal that can only have meaning if it
is assigned one. However, although this coding emerged out of the coordinated and
concerted effort of human actors, it has in the centuries since settled upon a mechan-
thropomorfic strategy which has reprogramed the human into something other, some-
thing which has forsaken meaning, foresight, and extrapolative thinking about what
ends are desirable to life qua life and instead has sacrificed the power of concentrated
wealth and collective labor to the exclusion of any pursuit that is not aligned with the
advancement of the means for achieving greater concentrations of wealth and more
productive labor. In other words, this mechanthropomorphic process has performed
an inversion of thought as it has recreated the errors of religion in a secular form. Just
as humanity created God and invested that God with the idealized versions of its own
qualities that it then denied it possessed or could possess in human form, today our
species has invested in capital the power and freedom to dictate the directionality of
our planetary future while simultaneously placing severe restrictions on our ability to
act as free individuals who have control over our own species’ fate.

To reclaim that control would require a simultaneous deprograming and repro-
graming of our species’ norms and thought processes and this would require that we
first understand how and why our species has allowed the logic of capital to structure
our thoughts, our reality, and our future, and what effect this has on the thoughts
and actions we continuously take to create and recreate the reality we now inhabit.
This necessarily implies that the algorithmic artificial intelligences created under the
domination of this technical logic of capital are bound to likewise be distorted by its

3 Rational in terms of capitalism, irrational in terms of humanism.

4 See for example, Jonathan Beller’s (2021) The World Computer: Derivative Conditions of Racial Capitalism.
Durham, NC: Duke University Press.

5 Bostrom, Nick. 2003. “Ethical Issues in Advanced Artificial Intelligence.” Retrieved from https://
nickbostrom.com/ethics/ai.html.
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all-consuming programing and, acting as a ghost in the machine, they will assume, as
their “human” creators do, that the structure of this reality is de facto the right, natural,
and desirable structure of reality. As such they are likely to amplify the most problematic
features of the modern world system and accelerate the destructive tendencies that have
become embedded in the collective consciousness because their creators are unaware of
just how much their thoughts and actions are affected by this logic and, furthermore,
because we will be unleashing machines and techniques that have supra- or super-
human reach and responsibilities while still failing in decidedly human ways.

Of course, given our species’ history, talk of deprograming and reprograming
our thought rightly conjures up the evil images of 20" century (and ashamedly, 21%
century) authoritarian, totalitarian, and fascist regimes. Therefore, it is of paramount
importance that any attempt to undertake a project with these stakes and of this scope
be rooted in a framework of emancipatory justice that is centered on teaching future
generations (and ourselves if possible) how to think—critically and freely—rather than
what to think. It follows that this is necessary not merely for political reasons, but for
scientific ones as well; for if our thoughts are structured by a rogue or even a sanc-
tioned Al (like the logic of capital) executing a destructive program, then any attempt
to formulate a definitive agenda within this system is bound to be altered by it in ways
that are imperceptible to those of us who have, by force and necessity, cooperated
with the advancement of its goal. Likewise, since the advanced industrial nations that
unleashed this Al on the world have followed a course designed with a human species
in mind it is bound to misrecognize just how radically different a mode of planetary,
and perhaps one day cosmic, organization we will need to have to accommodate the
many life forms that will emerge from the mechanthropomorphic process we have
subjected our species to these last couple hundred years. We are already closer to some-
thing like a posthuman, with our technological appendages, technical coding of our
behaviors, and our swarm existence in the many virtual spaces we commune in. And as
more Als come to crowd the scene and take on, even as verisimilitude in a stmulated
way, the characteristics of personality, we will need to take an accounting of how our
relationships with them form new feedback loops if we are to retain any measure of
control over our own destiny.

A proposal I have outlined elsewhere® suggests that one possible way forward would
be to make something like critical socioanalysis — a form of talk therapy designed to
uncover how the totalizing logics of capital and information shape our thoughts in
a dynamic reality in which technological embeddedness is our de facto condition—a
regular part of our routine. Just as we have adapted in modern society to investing
our time and effort in physical and mental health, so too it is past time that we start
investing it in our “social” health. This will become especially important if and when
Al coupled with automation begins to severely impact the global labor market. Despite
previous technological revolutions in which new modes of labor emerged, if we are to
diverge from the path of planetary destruction then it is past time that we stop making

6 Crombez, Joel. 2021. Anxiety, Modern Society, and the Critical Method: Toward a Theory and Practice of Critical
Socioanalysis. Leiden, The Netherlands: Brill.
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“bullshit jobs™ just for the sake of fetishizing the virtue of labor. Given that so few
can even imagine what this kind of life would look like suggests just how behind the
curve we are in preparing the future generation to handle the psychosocial demands
of a life they are likely to encounter...unless of course the plan was extinction for the
masses and escape for the elites all along. Baring admitting to such a heinous strategy,
if we were, for example, to begin instituting this practice as a routine in children’s
education, we could not only help prepare the future generation for the coming chal-
lenges by providing them with the critical thinking capacities to act as free citizens in
a shared reality in which biological life lives in harmony with artificial actants, but so
too we could improve our knowledge of just how radically our species has altered itself
in this exceptional experience of modernity. This of course would only be half of the
equation. The other half would require performing this same therapeutic task with the
Als. Neither of these would match what we tend to think of as therapy today under
the direction of psychology and psychiatry. Critical socioanalysis is not a biomedical
intervention, it is ground in theories of our societal structure which explain how and
why we ended up in these circumstances, as such it is a method that was developed
specifically for dealing with artificial life forms, a label which is increasingly becoming
fitting for us as well as Als.

The biggest challenge is that we are behind the curve. Technological evolution
occurs at such a rapid pace that we have eroded and surpassed the ability of humans to
take the time needed to slow down and reflect,?® to think and weigh the consequences of
our actions.” Educational and therapeutic models indeed may be too slow, given that
Al is already integrated into our everyday lives, in ways that are often barely perceptible.
The biggest gamble today is that the future of our species has been wagered on the bet
that the speed of technological evolution will be able to get far enough ahead of the
problems it is pulling in its wake to bring salvation. As more become aware that this
bet was made without their knowledge, by elites who have made the bet to continue
their project of wealth extraction, the risk of destabilization increases, as does the likeli-
hood that Als will be turned increasingly toward authoritarian mechanisms of control.
To avoid this disastrous fate, a resurgence of the idea that the state must prioritize the
public good and move away from the neoliberal economic policies that have brought
wealth to the elites and a degraded life of mere survival for the rest is a necessary first
step. Then public and private initiatives to rethink the core mission of education and
reclaim it from business interests is a necessary to get critical socioanalytic practices
integrated into our everyday lives. Whatever future we face, one thing is clear, it will
be radically different and will require radically different and far more creative minds
that are trained to think beyond and outside the profit motive to navigate the future’s
challenges. Strange as this may seem to those who have never imagined an alternative

7 Graeber, David. 2018. Bulishit Jobs: A Theory. New York: Simon & Schuster.

8 “Reflection is not thrust aside today because it is dangerous or upsetting, but simply because
[people see it as| a waste of time...[and] success is gaining time.” Lyotard, Jean-Francois. [1983] 1988. The
Differend: Phrases in Dispute, p. xv. Minneapolis, MN: University of Minnesota Press.

9 See for example, Paul Virilio. [1977] 2006. Speed and Politics. Los Angeles: Semiotext(e).
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to this modern mode of life, or have been conditioned to a presentist mindset, we live
in strange times and unless we are prepared for a dark future unlike anything the 20
century saw, the time to radically change our mode of life is running out. “It is 100
seconds to midnight,” are we ready?'
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The unbearable lightness of words
Derrick de Kerckhove

“In the beginning was the word, and the word was made flesh”. Words were the first
human algorithms. In his Swenza Nuova, Giambattista Vico provides still the most reliable
and simple explanation of how words came about from utterances, cries, and grunts that
accompanied and extended gestures and movements. Before the appearance and develop-
ment of words, the senses were the main algorithms that guided not only human but all
animal action and behavior. For all animal life the senses were sufficient; they guided and
produced social order in paradise. With the senses there is little or no separation between
experience and interpretation. Sensing something is already an interpretation of that
something. It is words that introduced a separation between experience and interpreta-
tion (signifier to signified), but words remained subordinate to the senses until they were
written down, as Vico also observed. By formalizing and stabilizing the relationships
between words and meaning, writing tightened the range of possible meanings. And
words took over the algorithmic function from the senses. But words are still very loose
algorithms, so loose in fact that from Biblical exegesis and hermeneutics to Wittgenstein,
philosophy - and later semiotics - have made desperate efforts to make them tighter.
Only digitization would be capable of eliminating interpretation altogether by focusing
not on meaning but on the words themselves. That is why the digital transformation and
Artificial Intelligence that is spearheading it are dethroning meaning making it more or
less unnecessary to get things to work.

What I understand by algorithm here is anything that directs behavior - technical,
social, or personal - in a coherent order. It is not infallible - nor is Al - but overall, it
works better than the chaotic world of words left to their own devices. Today the battle
of words is lost. Fake news, science denial, objectivity routed, opinions by minions gone
wild, spread like oil spills on the sea of meaning. They call it ‘post-truth’, as if truth was
always available before. Joyce’s Finnegan’s Wake sounded the battle cry, with the first
word festival of quantum-like superpositions of meanings. Quantum physics and the
technological figures it is already producing will become the next ground of culture. The
question is: will it include humanism?

To answer that question, knowing the ground matters. Like earth does flowers, ground
produces figures and fields. Humanity has experienced two major grounds and is prepar-
ing to explore a third one. The first was language and its purpose and principle was -
still is - to produce meaning, and from that principle emerged massive and numerous
fields of figures all giving or searching for meaning. Logocentrism, another word to
establish language as the ground, is the basis for some of the world’s greatest narratives.
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The search for meaning, from the start would soon lead to gods, of nature first, then of
cultivation, then of ‘the people’, then of persons. Christianity was the religion of persons
born out of alphabetic literacy that put language itself - not just ideas and imagination -
under personal control. That is when and why western humanism started (appropriating
and tuning God to one’s own production of meaning has a way of rapidly secularizing
matters of faith). With religions, humans submitted willingly to the fictions they created
to firm up a comprehensive meaning for all, the arch-algorithm, one could say. The
ground of language produced different corollary, or sub-grounds, according to how they
conditioned and shaped writing systems, for example polysyllabic languages such as Indo-
European were all veering towards phonological representations, while monosyllabic ones
such as Chinese Mandarin, were obliged to resort to pictography to disambiguate among
myriads of homonyms. The interesting fact that may be related to their different relation-
ship with meaning is that the Chinese, though not entirely devoid of religions (Taoism,
Confucianism, and foreign ones such as Christianity, Buddhism, and Islam that they
reluctantly tolerate), do not actually have a single prevailing God, but have to this day
practiced veneration of their ancestors, much like the Japanese. Over the millennia, they
have deeply respected wisdom, but have not succumbed to the need to deify their sages
Lao Tzu or Confucius, as Christians or Buddhists have done for Christ and Buddha. So,
one could argue that a genuine form of humanism began in China long before it did
in the West. There is a lot more to say about the language ground and its consequences,
among which humanism, and, in fact, the very idea also, of radically distinguishing and
privileging ‘humans’ over other animals, but let’s get to second ground.

The new ground is not the word, but the digit and among its principles is translating
all languages, all the senses, all of matter, in fact, into the smallest common denomina-
tor possible, the binary code of 0 and 1. And even that binary condition can be partly
reduced to one, simply by turning one on and off. That somewhat puts all meanings on
the same footing, all swallowed by the single digital environment and turned on and off
on demand. For digital operations, meaning is just an accessory, occasionally useful but
generally unnecessary. One of the most ironic effects of digitization is that it can translate
all the world’s languages without knowing a single one. Another principle is twinning
hardware with software, that is, making inanimate as well as animate objects intelligent.
And that is where Al comes in. For the sake of good order, everything must become aware
and respond to everything, humans and tools included. If there is a chance for humanity
to regulate climate change and survive, that is where it lies. But we are nowhere close to
that for the moment. That probably needs to wait for the next ground. That said, is Al
compatible with humanism? I have reasons to doubt it, at least in its western version,
but not necessarily in its Chinese version. It all depends on whether we are talking about
humans as individuals or as a collective. By giving priority to social over individual
welfare, the Chinese are perfectly comfortable with being directed by algorithms and
‘Social Credits’.

Western humanism is committed to individualism, the right to the liberty of
conscience, and to the privacy of one’s mind, conditions that democracy cannot do
without. Although westerners in general still believe that they have liberty of conscience
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ignoring peevishly that their choices are made for them by algorithms, their privacy is
‘over’ as Mark Zuckerberg gleefully observed a few years ago. In the West - as in in the
East, but for different reasons and in different ways - everybody’s movements and actions
on and offline are traced, recorded, and catalogued. Such movements and actions are
still the basis to elicit inferences about what and how those ‘private’ minds think, but it
is only a short matter of time before some clever contraption is invented that gets into
those minds to better predict and control behavior. Western humanism requires a clean
separation between people, allowing them not only to create and develop individual opin-
ions, theories, products and artforms but also to respect the common ground of mean-
ings as ‘objective’, which means ‘independent from their opinions’, and the recognition
that such subjective opinions are allowed on the condition they are only proposed, not
imposed to others. This is not what is happening today. Everybody’s opinion is thrusted
upon everybody else in social media without the slightest consideration about consensual
references.

It is time to face it: the digital transformation is no more - but no less - interested in
humans than it is in meaning. Humans are a still useful accessory because as McLuhan
wittily suggested: “Man becomes, as it were, the sex organs of the machine world, as the
bee of the plant world, enabling it to fecundate and to evolve ever new forms.” We know
what is happening to bees and it serves as a warning. Technology needs biology to keep
going and it needs ideas, invention, and development, but it is not that concerned with
values. Humanism, however, is basically a value system. Can it still be proposed as a
bulwark against Al’s rationality gone wild? Maybe. It is still performing reasonably well
as a braking device, inspiring Al programmers to sass out automated biases and preju-
dices. Just as westerners need to keep entertaining the Christian illusion of being ‘self-
directed’ they need to keep humanist values on hold, at least until we are well into the
third ground, that of the ‘quantum ecology’ that has the comprehensive power to make
everything aware of everything at once.
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Cyberspecies Proximity

Anna Dumitriu

The “Cyberspecies Proximity” project explores what it will mean to share our sidewalks,
elevators and transport systems in close proximity with mobile intelligent robots. Artists
Anna Dumitriu and Alex May collaborated with Schindler, the Swiss engineering company
which moves 1.5 billion people with their elevators and escalators every day, via the EU
funded STARTS Programme (STARTS, 2021), to develop the work. The result, the “Cyber-
species Proximity” (Anna Dumitriu, 2020) robot combines the way-finding technologies
used in delivery and maintenance robots with an ability to communicate non-verbally and
manipulate our emotions through body-language, embodied in a delicate humanoid form.

The robot is able to move around an exhibition space using a predefined map created
using SLAM technology combined with an Intel RealSense Tracking Camera sensor. It
reacts and responds to the body language of audience members through a multi- layered
face, skeleton, body and movement tracking algorithm connected to an Intel RealSense
Depth Camera sensor. The artwork was programmed in C++ and FUGIO (Github, 2021),
the Open Source Visual Programming System created by Alex May.

The small and fragile humanoid form of the robot is dressed in the clothes of a worker;
its frail and insignificant body reminds us of the social groups that will be most affected by
future automation. The robot’s head and hands are made from 3D printed grey PLA and
it intentionally avoids categorizations of race and gender. There is extensive research into
the relationship of robot appearance and social biases with the great majority of robots
being white (Bartneck et al., 2018). The role of the robot is often related to gender bias also
with personal assistant and care robots being predominantly ‘female’ (UNESCO, 2019). In
“Cyberspecies Proximity” the artists have sought to problematize this issue within both the
design and engineering communities and kick start debates on the unrecognized biases in
common design practices.

The robot is designed to be exhibited in a gallery or museum exhibition setting where it
can roam around a predefined area using the Intel SLAM sensor to localize itself. It looks
at the audience around it, using its RGB and depth cameras to search for poses, faces,
bodies, movement and other interesting features using a combination of computer vision
and machine learning algorithms working together as a hierarchical system for directing its
attention and gaze. It approaches audience members and physically ‘communicates’ with
them through movement, tilting its head, and responding to the poses of audience members
with its own body language poses. The robot does not mimic or mirror the poses of audi-
ence members but rather recognizes the various ‘meanings’ of poses and then reacts with an
appropriate pose of its own, from an extensive pre-defined library of poses and responses.

The artists have also been inspired by the methodologies of the construction industry
and have developed a ‘digital twin’ of the robot, a virtual screen/wall-based version. The
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digital twin is an accurate virtual model of the physical robot, created using the same 3D
CAD assets used to build the robot, including precision models of all the motors in their
various forms, the metal frame underpinning the form and the 3D designs of the head and
hands. The digital twin also works with an Intel RealSense Camera sensor and uses exactly
the same code base as the physical robot. “Cyberspecies Proximity: Digital Twin” version
would also be suitable to be exhibited within an elevator space in the form of a performative,
confined and timelimited, intimate, interactive digital installation exploring human and
robot interaction and co-mobility.

The project forces us to consider issues of ownership of public spaces as well as the
broader ethical implications of how we design robots and behave towards them. The work
challenges audiences to confront the technological, ethical, and societal questions raised by
the advent of urban socially-aware robots.

The project utilized a transdisciplinary methodology building on past experience and
expertise gained by Dumitriu and May through other past projects. The artists began by
immersing themselves in a series of meetings with the researchers in order to gain a strong
understanding of the key issues in the engineers’ research. They then began to create the
robot design on site in close collaboration with the engineers. Particular attention was paid
the broader ethical implications and societal impact of the use of robots in our future cities
and the technologies that underpin these innovations. Later the focus of the residency moved
to the production of the project, which took place at the Schindler where the artists worked
hands on with the engineers to create the robot and use CAD and fabrication facilities. They
also engaged deeply with the team and with the workforce including senior management to
create impact and engagement in the importance of art in technology settings.

The work came into being a time when debates about the future of delivery robots and
Al become even more prescient. For example, past discussions on the risk of self-driving
cars now must be balanced with the risks of infection from taxi driver to passenger and
vice-versa. This also throws human-robot co-mobility into question as we now consider the
risk of catching infections from human delivery service persons who can 